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Abstract

The study of intersection problems in Extremal Combinatorics dates back perhaps to 1938, when Paul Erdős, Chao Ko and Richard Rado proved the (first) ‘Erdős-Ko-Rado theorem’ on the maximum possible size of an intersecting family of \(k\)-element subsets of a finite set. Since then, a plethora of results of a similar flavour have been proved, for a range of different mathematical structures, using a wide variety of different methods. Structures studied in this context have included families of vector subspaces, families of graphs, subsets of finite groups with given group actions, and of course uniform hypergraphs with stronger or weaker intersection conditions imposed. The methods used have included purely combinatorial methods such as shifting/compressions, algebraic methods (including linear-algebraic, Fourier analytic and representation-theoretic), and more recently, analytic, probabilistic and regularity-type methods. As well as being natural problems in their own right, intersection problems have revealed connections with many other parts of Combinatorics and with Theoretical Computer Science (and indeed with many other parts of Mathematics), both through the results themselves, and the methods used.

In this survey paper, we discuss both old and new results (and both old and new methods), in the field of intersection problems. Many interesting open problems remain; we will discuss several such. For expositional and pedagogical purposes, we also take this opportunity to give slightly streamlined versions of proofs (due to others) of several classical results in the area. This survey is intended to be useful to graduate students, as well as to more established researchers. It is an expanded version of a survey paper that will appear in the Proceedings of the 29th British Combinatorial Conference, University of Lancaster, 11th-15th July 2022.

1 Introduction: three proofs of one theorem.

Intersection problems are of great interest, and importance, in Extremal Combinatorics and Theoretical Computer Science. Roughly speaking, they take the following form: how large can a family of (mathematical) objects be, if any two of the objects in the family intersect in some specified way? (‘Two’ can be replaced by an integer greater than two, in some problems, but for now we will try to keep things simple.)

To make things concrete, let us give a specific example.

\textbf{Question 1.1} If \(X\) is an \(n\)-element set, what is the maximum possible size of a family \(F\) of subsets of \(X\), such that \(A \cap B \neq \emptyset\) for all \(A, B \in F\)?

This question turns out to be rather easy. Without loss of generality, we may assume that \(X = [n] := \{1, 2, \ldots, n\}\), the standard \(n\)-element set. If \(F\) is a family as in Question 1.1, then it can contain at most one of \(S\) and \([n] \setminus S\), for any subset \(S \subset [n]\). Writing \(P([n])\) for the power-set of \([n]\) (i.e., the set of all subsets of \([n]\)), and noting
that the pairs \( \{S, [n] \setminus S\} \) partition \( \mathcal{P}(\{n\}) \), it follows that \( \mathcal{F} \) contains at most half of all the subsets of \([n]\), i.e., \( |\mathcal{F}| \leq 2^{n-1} \). This upper bound is sharp, as can be seen by taking \( \mathcal{F} \) to be all subsets of \([n]\) containing the element 1. There are many other ways of attaining this upper bound: one can also take \( \mathcal{F} \) to be all subsets of \([n]\) of size greater than \( n/2 \), if \( n \) is odd, or one can take \( \mathcal{F} \) to be all subsets of \([n]\) containing at least two elements of \( \{1, 2, 3\} \), if \( n \geq 3 \).

Some more terminology is helpful. A family of sets \( \mathcal{F} \) is said to be \textit{intersecting} if any two sets in \( \mathcal{F} \) have nonempty intersection. So, in the previous paragraph, we proved the simple fact that any intersecting family of subsets of an \( n \)-element set has size at most \( 2^{n-1} \).

Let us now turn to a somewhat harder question, first considered by Paul Erdős, Chao Ko and Richard Rado in 1938:

\textbf{Question 1.2} For \( n, k \in \mathbb{N} \), what is the maximum possible size of an intersecting family of \( k \)-element subsets of \( \{1, 2, \ldots, n\} \)?

An aside: if \( X \) is a finite set, we write \( (X)_k := \{S \subset X : |S| = k\} \) for the set of all \( k \)-element subsets of \( X \). A family of sets where all the sets are of the same size is often called a \textit{uniform} family; if all the sets have size \( k \), it is called a \( k \)-\textit{uniform} family. By contrast, a family of sets where the sets have different sizes is often called a \textit{non-uniform} family. Problems about subsets of \( (X)_k \), for some finite set \( X \) and \( k \in \mathbb{N} \), are often called ‘uniform’ problems; problems about subsets of \( \mathcal{P}(X) \) are often called ‘non-uniform’ problems. So Question 1.2 is an example of a ‘uniform’ problem: a problem about uniform set-families. Question 1.1 is an example of a ‘non-uniform’ problem.

It makes sense, in Question 1.2, to impose the restriction that \( k \leq n/2 \), since if \( k > n/2 \), then any two \( k \)-element subsets of \([n]\) have nonempty intersection, and therefore the family of all \( k \)-element subsets of \( X \) is an intersecting family: the question is ‘trivial’. In fact, the question is also easy when \( k = n/2 \) and \( n \) is even: essentially the same partitioning argument as in Question 1.1, shows that if \( n \) is even, then an intersecting family \( \mathcal{F} \subset (n/2)_k \) has \( |\mathcal{F}| \leq \frac{1}{2^2} \binom{n}{n/2} \); this upper bound can be attained by taking \( \mathcal{F} \) to be all \((n/2)\)-element subsets of \([n]\) containing the element 1. However, Question 1.2 is harder for \( k < n/2 \). In 1938, Erdős, Ko and Rado proved the following theorem [35].

\textbf{Theorem 1.3 (Erdős, Ko and Rado, 1938)} Let \( n, k \in \mathbb{N} \) with \( k \leq n/2 \). If \( \mathcal{F} \) is an intersecting family of \( k \)-element subsets of \([n]\), then

\[ |\mathcal{F}| \leq \binom{n-1}{k-1}. \tag{1.1} \]

If \( k < n/2 \), then equality holds in (1.1) if and only if there exists \( i \in [n] \) such that

\[ \mathcal{F} = \{S \subset [n] : |S| = k, \ i \in S\}. \]

Theorem 1.3 is often called ‘The’ Erdős-Ko-Rado theorem, even though there are several theorems of Erdős, Ko and Rado that relate to intersecting families.

We remark that the conclusion of Theorem 1.3 illustrates a common (though by no means universal) feature of intersection problems: the ‘winning’ families are
often those consisting of all the objects containing a small, fixed sub-object (in this case, a single point) that guarantees what we are looking for in the intersection of each pair of objects (in fact, in the intersection of all of the objects in the family). Many intersection problems take the following form: given two finite families of sets \( \mathcal{H} \) and \( \mathcal{I} \), determine the maximum possible size of a subset \( \mathcal{F} \) of \( \mathcal{H} \) such that for any two sets \( S, T \in \mathcal{F} \), the intersection \( S \cap T \) contains a set in \( \mathcal{I} \). Clearly, Question 1.2 is of this form, with \( \mathcal{H} = \binom{[n]}{k} \) and \( \mathcal{I} \) consisting of all the nonempty sets (or, equivalently, all the singletons). An intersection problem of this form is said to have the Erdős-Ko-Rado property if some family of the form \( \{ S \in \mathcal{H} : I \subset S \} \) (for some \( I \in \mathcal{I} \)) is an optimal solution to the problem. It is said to have the strict Erdős-Ko-Rado property if all the optimal solutions are of this form. Rephrased in this language, Theorem 1.3 states that for \( k \leq n/2 \), Question 1.2 has the Erdős-Ko-Rado property, and that for \( k < n/2 \), the strict form of the property holds.

Slightly more generally, families of sets consisting of all the sets having specified intersection with some ‘small’ set (of bounded size) are often called juntas. More precisely, a non-uniform family \( \mathcal{F} \subset \mathcal{P}(X) \) is said to be a \( j \)-junta if there exists a subset \( J \in \binom{X}{j} \) and a family \( \mathcal{J} \subset \mathcal{P}(J) \) such that \( S \in \mathcal{F} \) if and only if \( S \cap J \in \mathcal{J} \), for all \( S \subset X \), and similarly, a \( k \)-uniform family \( \mathcal{F} \subset \binom{X}{k} \) is said to be a \( j \)-junta if there exists a subset \( J \in \binom{X}{j} \) and a family \( \mathcal{J} \subset \mathcal{P}(J) \) such that \( S \in \mathcal{F} \) if and only if \( S \cap J \in \mathcal{J} \), for all \( S \in \binom{X}{k} \). So in the Erdős-Ko-Rado theorem, the (unique) winning families are 1-juntas. By contrast, in Question 1.1, the winning family \( \{ S \subset [n] : 1 \in S \} \) is a 1-junta, and the winning family \( \{ S \subset [n] : |S \cap [3]| \geq 2 \} \) is a 3-junta, but the winning family \( \{ S \subset [n] : |S| > n/2 \} \) (for \( n \) odd) is not a junta. (It is an \( n \)-junta, trivially, but it is not even an \( (n-1) \)-junta, and \( n \) does not have bounded size, so an \( n \)-junta is not ‘really’ a junta.) In many intersection problems (though not all), the winning families turn out to be juntas. (We will shortly see examples of intersection theorems where none of the winning families are juntas — so in particular, the Erdős-Ko-Rado property does not hold.)

The proofs of the upper bound (1.1) are (arguably) more interesting and (certainly) more elegant than the proof of the characterisation of the equality case, so in our discussion we will focus our attention on the proofs of the upper bound.

There are now many proofs of (the upper bound in) Theorem 1.3, of which we draw attention to three: the original proof of Erdős, Ko and Rado (which uses ‘combinatorial shifting’, a.k.a. ‘compressions’, together with induction on \( n \)); the averaging proof of Katona (perhaps the most elegant of all the proofs), and the algebraic (spectral) proof of Lovász. Each of these three proofs contained important ideas that have been used to tackle a range of other interesting and important problems in Combinatorics and Theoretical Computer Science, so we will discuss all three of them at some length.

We start with Katona’s proof [61], which Paul Erdős described as a ‘Book Proof’. It is probably the shortest proof, and is purely combinatorial. It rests on the following claim.

**Claim 1.4** Let \( X \) be an \( n \)-element set, and let \( k \leq n/2 \). Let \( \mathcal{F} \) be an intersecting family of \( k \)-element subsets of \( X \). Let \( C \) be any cyclic ordering of the elements of \( X \). Then at most \( k \) sets in \( \mathcal{F} \) are (cyclic) intervals in \( C \).
This claim quickly implies the upper bound (1.1). Indeed, for any cyclic ordering $C$ of the elements of $X$, there are exactly $n$ $k$-element sets that are intervals in $C$, so the above claim says that an intersecting family can contain at most a $(k/n)$-fraction of them (for any cyclic ordering $C$). Averaging over all the cyclic orderings of $X$ immediately implies that

$$|\mathcal{F}| \leq \frac{k}{n} \binom{n}{k} = \binom{n-1}{k-1},$$

as required.

We now turn to the proof of the claim. Without loss of generality, we may assume that $X = \{1, 2, \ldots, n\}$ and that $C = 123 \ldots n1$, the ‘standard’ cyclic ordering of $1, 2, \ldots, n$. Let $\mathcal{F}$ be an intersecting family of $k$-element subsets of $\{1, 2, \ldots, n\}$. If $\mathcal{F}$ contains no interval in $C$, then we are done, so without loss of generality, we may assume that $\mathcal{F}$ contains the cyclic interval $\{1, 2, \ldots, k\}$. Any other set in $\mathcal{F}$ must intersect $\{1, 2, \ldots, k\}$, so the only intervals in $C$ that $\mathcal{F}$ can possibly contain, are the $2k - 1$ sets

$$\{n - k + 2, n - k + 3, \ldots, n, 1\},$$
$$\{n - k + 3, n - k + 4, \ldots, n, 1, 2\},$$
$$\ldots$$
$$\{k - 1, k, \ldots, 2k - 2\},$$
$$\{k, k + 1, \ldots, 2k - 1\}.$$

Now we observe that for each $i \in \{2, \ldots, k\}$, $\mathcal{F}$ contains at most one of the cyclic intervals $\{i - k, i - k + 1, \ldots, i - 1\}$ and $\{i, i + 1, \ldots, i + k - 1\}$ (addition and subtraction being modulo $n$), since these two sets are disjoint. (Here we use the fact that $i - k + n > i + k - 1$, which follows from $k \leq n/2$). It follows that $\mathcal{F}$ contains at most $k$ sets that are intervals in $C$, proving the claim.

**Averaging over smaller subsets: a general proof-technique** It is worth abstracting one of the ideas of Katona’s proof, as it occurs rather often in proofs in Extremal Combinatorics. Suppose we have a (finite) universe $U$ of mathematical objects, and a property $P$ of subsets of $U$ which is closed under taking subsets (i.e., if $\mathcal{F} \subset U$ has the property $P$, and $G \subset \mathcal{F}$, then $G$ also has the property $P$). Suppose we wish to prove that any subset $\mathcal{F}$ of $U$ with the property $P$, has $|\mathcal{F}| \leq M$. Now suppose that there is a group $H$ of permutations of $U$ acting transitively on the elements of $U$, such that elements of $H$ (when applied to subsets), preserve the property $P$. Rather than focussing on the entire universe $U$, we can focus on a smaller subset $\mathcal{S} \subset U$; if we can prove that for any subset $G$ of $\mathcal{S}$ satisfying the property $P$, we have $|G| \leq (M|\mathcal{S}|)/|U|$, then we are done, by averaging over all translates of $\mathcal{S}$ (by elements of $H$). In the case of Katona’s proof, $U$ was $\binom{[n]}{k}$, the set of all $k$-element subsets of $[n]$, $H$ was the symmetric group $S_{[n]}$, and $\mathcal{S}$ was the set of all $k$-element subsets of $[n]$ that are (cyclic) intervals in the cyclic ordering $123 \ldots n1$.

We now turn to a proof of Theorem 1.3 using combinatorial shifting (a.k.a compressions) and induction on $n$, essentially a streamlined version of the original proof.
of Erdős, Ko and Rado in [35]. Like Katona’s proof, it is purely combinatorial. A key tool in this proof is the \(ij\)-\textit{compression} operator \(C_{ij}\), defined as follows. We assume without loss of generality that \(X = \{1, 2, \ldots, n\}\), the standard \(n\)-element set, which we hereafter denote by \([n]\). For \(1 \leq i < j \leq n\) and for a set \(S \subset [n]\), we define

\[
C_{ij}(S) = \begin{cases} 
(S \cup \{i\}) \setminus \{j\}, & \text{if } S \cap \{i, j\} = \{j\}, \\
S', & \text{otherwise.}
\end{cases}
\]

For a family \(\mathcal{F} \subset \mathcal{P}([n])\), we define

\[
C_{ij}(\mathcal{F}) = \{C_{ij}(S) : S \in \mathcal{F}\} \cup \{S \subset [n] : C_{ij}(S) \in \mathcal{F}\}.
\]

It is easy to check that \(|C_{ij}(\mathcal{F})| = |\mathcal{F}|\) for any family \(\mathcal{F} \subset \mathcal{P}([n])\), that if \(\mathcal{F}\) is intersecting, then so is \(C_{ij}(\mathcal{F})\), and that if all the sets in \(\mathcal{F}\) have size \(k\), then the same is true of \(C_{ij}(\mathcal{F})\) (for any \(i < j\)). In other words, the \(ij\) compression operation \(C_{ij}\) preserves both the size of a family, the property of being a \(k\)-uniform family, and the property of being an intersecting family.

We say a family \(\mathcal{F} \subset \mathcal{P}([n])\) is \textit{left-compressed} if \(C_{ij}(\mathcal{F}) = \mathcal{F}\) for all \(i < j\). It is clear that, for an arbitrary family \(\mathcal{F} \subset \mathcal{P}([n])\), we can apply some sequence of \(C_{ij}\)’s to \(\mathcal{F}\) so as to produce a left-compressed family, \(\mathcal{G}\) say. (If at some stage in this process, we have a family \(\mathcal{F}'\) which is not \(ij\)-compressed for some \(i < j\), we replace \(\mathcal{F}'\) with \(C_{ij}(\mathcal{F}')\), noting that this reduces \(\sum_{S \in \mathcal{F}'} \sum_{x \in S} x\), a non-negative quantity, so this process must terminate.) We have \(|\mathcal{G}| = |\mathcal{F}|\), and if \(\mathcal{F}\) is intersecting, so is \(\mathcal{G}\). Finally, if all the sets in \(\mathcal{F}\) have size \(k\), the same is true of \(\mathcal{G}\) (compressions preserve the property of being \(k\)-uniform). Hence, in proving the bound (1.1), we may assume that \(\mathcal{F}\) is left-compressed.

The bound (1.1) is trivial when \(n = 1\). Let \(n \geq 2\), and assume by induction that (1.1) holds when \(n\) is replaced by \(n - 1\). Now let \(k \leq n/2\) and let \(\mathcal{F} \subset \mathcal{P}([n])\) be intersecting; by the above argument, we may and shall assume that \(\mathcal{F}\) is left-compressed. If \(k = n/2\), then we are done, by the easy pairing argument mentioned above; so we assume henceforth that \(k < n/2\). Let us consider the two families

\[
\mathcal{A} := \{S \subset [n] : S \in \mathcal{F}, n \in S\} \subset \binom{[n-1]}{k-1}, \quad \mathcal{B} := \{S \in \mathcal{F} : n \notin S\} \subset \binom{[n-1]}{k}.
\]

We claim that \(\mathcal{A}\) is an intersecting family. Indeed, suppose for a contradiction that there exist \(A_1, A_2 \in \mathcal{A}\) such that \(A_1 \cap A_2 = \emptyset\). Note that \(A_1 \cup \{n\}, A_2 \cup \{n\} \in \mathcal{F}\), and further that \([n] \setminus (A_1 \cup A_2) \neq \emptyset\) (using the fact that \(k \leq n/2\)). Pick \(i \in [n] \setminus (A_1 \cup A_2)\). Since \(\mathcal{F}\) is left-compressed, we must have \(C_{in}(A_1 \cup \{n\}) \in \mathcal{F}\), but \(C_{in}(A_1 \cup \{n\}) \cap A_2 = \emptyset\), contradicting the fact that \(\mathcal{F}\) is intersecting.

Trivially, \(\mathcal{B}\) is also an intersecting family, so by induction (noting that \(k \leq (n-1)/2\)), we have

\[
|\mathcal{A}| \leq \binom{n-2}{k-2}, \quad |\mathcal{B}| \leq \binom{n-2}{k-1}.
\]

Finally, we have

\[
|\mathcal{F}| = |\mathcal{A}| + |\mathcal{B}| \leq \binom{n-2}{k-2} + \binom{n-2}{k-1} = \binom{n-1}{k-1},
\]

completing the inductive step, and proving the bound (1.1).
Combinatorial shifting/compressions: a general proof-strategy

As with Katona’s proof, it is worth abstracting one of the ideas of this proof (viz., compressions/shifting), as it is very useful, both in other parts of Combinatorics and in Theoretical Computer Science, but also indeed in other parts of Mathematics (notably, Geometry).

Suppose we have some real-valued function \( f \) defined on some universe \( U \) of mathematical objects, and some property \( P \) possessed by some of the objects in \( U \) (formally, \( P \subseteq U \)), and we wish to prove that the maximum possible value of \( f \), over all objects in \( U \) possessing the property \( P \), is equal to \( M \) (where \( M \in \mathbb{R} \)). One potential proof-technique is to define a family of ‘shifting’ operations \( \{ S_i : i \in I \} \), with the properties that

1. If \( A \in U \), then \( S_i(A) \in U \) for all \( i \in I \);
2. If \( A \in P \), then \( S_i(A) \in P \) for all \( i \in I \);
3. \( f(S_i(A)) \geq f(A) \) for all \( A \in U \);
4. For any \( A \in U \), we can apply some sequence of the ‘shifting’ operations \( S_i \) to \( A \) in such a way that the resulting object \( B \) is stable under all of the \( S_i \);
5. It is (fairly) easy to prove that the maximum of \( f(B) \), over all objects \( B \in U \) that are stable under all of the shifting operations, is equal to \( M \).

It is clear that this technique ‘works’, at least, when the sequence in item (3) is finite, as is usually the case in Combinatorics. (In Geometry, the sequence may need to be infinite, in which case one needs to worry about convergence issues, but these issues can often be dealt with successfully, though the convergence issue is sometimes delicate. This is the case, for example, with the proof of the isoperimetric inequality in the plane which uses Steiner symmetrizations; the proof-method was first proposed/sketched by Steiner in 1838, but it was only made rigorous more than seventy years later, by Carathéodory in 1909, essentially by finding a sequence of Steiner symmetrizations under which a body converges in an appropriate metric.)

Within Combinatorics, the general technique of ‘shifting’, outlined above, has been particularly successful in the field of discrete isoperimetric inequalities. The most elegant proofs of the vertex-isoperimetric inequality and the edge-isoperimetric inequality for the \( n \)-dimensional hypercube, use shifting (with different compressions, in each case), as does the most elegant proof of the Kruskal-Katona theorem, and as do the only known proofs of the vertex- and edge-isoperimetric inequalities for the discrete \( \ell^1 \)-grid. (Though the proof of the edge-isoperimetric inequality for the discrete \( \ell^1 \)-grid, which is due to Bollobás and Leader, requires other difficult ingredients too.) Daykin observed that the Kruskal-Katona theorem in fact implies the upper bound in the Erdős-Ko-Rado Theorem (Theorem 1.3), and we shall see later that there are several other close connections between isoperimetric inequalities on the one hand, and intersection problems on the other.

We now turn to the algebraic (spectral) proof of Theorem 1.3, due to Lovász [73]. For this, we need a little more terminology. If \( G = (V,E) \) is a graph, an independent set in \( G \) is a subset \( S \subseteq V \) such that \( s_1s_2 \notin E(G) \) for all \( s_1, s_2 \in S \). The independence number of a finite graph \( G \) is the maximum size of an independent set in \( G \). We denote the independence number of \( G \) by \( \alpha(G) \).
The upper bound in Theorem 1.3 can be rephrased as a statement about the independence numbers of Kneser graphs. For positive integers \( k \leq n \), the Kneser graph \( K_{n,k} \) is the graph with vertex-set \( \binom{[n]}{k} \) in which two \( k \)-element sets are joined by an edge if they are disjoint. An intersecting family of \( k \)-element subsets of \( [n] \) is precisely an independent set in the Kneser graph \( K_{n,k} \), so the upper bound in Theorem 1.3 says precisely that an independent set in \( K_{n,k} \) has size at most \( \binom{n-k-1}{k-1} \).

There are various well-known upper bounds on the independence number of a finite graph. One such is Hoffman’s bound, which bounds the independence number of a finite \( d \)-regular graph in terms of the maximum and minimum eigenvalue of the adjacency matrix of the graph, and this is (essentially) the bound used in Lovász’ proof.

**Theorem 1.5 (Hoffman, 1974 (unpublished))** Let \( G = (V,E) \) be a finite, \( d \)-regular graph, and let \( A \) be the adjacency matrix of \( G \). Let \( N = |V(G)| \), and let \( d = \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N \) be the eigenvalues of \( A \), repeated with their multiplicities. Let \( S \subset V(G) \) be an independent set of vertices of \( G \). Then

\[
|S| \leq -\frac{\lambda_N}{d - \lambda_N} N.
\]

Equality holds only if

\[
1_S - \frac{|S|}{N}(1,1,\ldots,1)
\]

is a \( \lambda_N \)-eigenvector of \( A \), where \( 1_S \) denotes the indicator vector of \( S \).

Hoffman did not actually publish this result, and it seems to have first appeared in print in Lovász’ 1979 paper (which credits Hoffman). It can be proved straightforwardly, as follows.

**Proof** (of Theorem 1.5). Equip \( \mathbb{R}^{V(G)} \) with the inner product

\[
\langle u, v \rangle = \frac{1}{N} \sum_{x \in V(G)} u(x)v(x).
\]

Let \( S \subset V(G) \) be an independent set, and let \( v_1,\ldots,v_N \) be an orthonormal basis of eigenvectors of \( A \) with \( v_i \) having eigenvalue \( \lambda_i \) (for each \( i \in [N] \)), and with \( v_1 \) being the all-1’s vector \( (1,1,\ldots,1) := f \) (which has eigenvalue \( d \)). Expand the indicator vector \( 1_S \) in terms of this eigenbasis:

\[
1_S = \sum_{i=1}^N \alpha_i v_i.
\]

Note that

\[
\alpha_1 = \langle 1_S, f \rangle = |S|/N = \langle 1_S, 1_S \rangle = \sum_{i=1}^N \alpha_i^2.
\]

Now,

\[
0 = \frac{1}{|V|} \sum_{x,y \in S} A_{x,y} = \langle A 1_S, 1_S \rangle = \sum_{i=1}^N \lambda_i \alpha_i^2 \geq d \alpha_1^2 + \lambda_N \sum_{i=2}^N \alpha_i^2 = d \alpha_1^2 + \lambda_N (\alpha_1 - \alpha_1^2).
\]

(1.2)
Rearranging yields

$$\alpha_1 \leq -\frac{\lambda_N}{d - \lambda_N},$$

which is precisely Hoffman’s bound. Clearly, equality holds in (1.2) only if $\alpha_i = 0$ whenever $i \geq 2$ and $\lambda_i > \lambda_N$, which yields the equality statement of the theorem. □

Clearly, the Kneser graph $K_{n,k}$ is $(n-k)$-regular, so to deduce the upper bound in Theorem 1.3 from Hoffman’s bound, it suffices to prove that the least eigenvalue of $K_{n,k}$ is $-\binom{n-k-1}{k-1}$, for all $k \leq n/2$, and this was indeed proved by Lovász. The Kneser graph $K_{n,k}$ is actually one of the adjacency matrices of the Johnson association scheme. The general theory of association schemes implies that $K_{n,k}$ has exactly $k+1$ eigenspaces $V_0, V_1, \ldots, V_k$, where $V_0$ is the 1-dimensional space of constant vectors, and for each $i \in [k]$, $V_i$ is the orthogonal complement of $V_{i-1}$ in

$$U_i := \text{Span}\{w_T : T \in \binom{[n]}{i}\},$$

where $w_T \in \mathbb{R}^{\binom{[n]}{k}}$ is the indicator vector corresponding to the event that a subset ‘contains $T$’, explicitly,

$$w_T(S) = \begin{cases} 1 & \text{if } T \subset S, \\ 0 & \text{otherwise.} \end{cases}$$

Equipped with this knowledge, it is fairly easy to calculate the eigenvalues of $K_{n,k}$ explicitly: the eigenvalue $\lambda_i$ corresponding to $V_i$ is given by

$$\lambda_i = (-1)^i \binom{n-k-i}{k-i} \quad (0 \leq i \leq k),$$

so in particular, the least eigenvalue is $-\binom{n-k-1}{k-1}$, as required. The reader is referred to the paper of Lovász for details of this calculation.

The ‘generalised harmonic analysis’ approach One aspect of Lovász’ proof is particularly worth abstracting. The use of Hoffman’s bound is a (relatively simple) instance of a very general method (or philosophy, even) that has led to huge progress in Extremal Combinatorics, Analysis and Additive Number Theory, in recent years. Suppose we want to understand the (extremal) properties of those subsets $S$ of some universe $U$ that satisfy a certain property, $P$. A general method of attack is to consider the indicator function (a.k.a. the indicator vector) $1_S \in \mathbb{R}[U]$, defined by $1_S(u) = 1$ if $u \in S$ and $1_S(u) = 0$ if $u \notin S$, and to expand $1_S$ as a linear combination of functions with ‘nice’ algebraic/analytic properties. One can then hope to use the information that $S$ satisfies the property $P$, in combination with the above-mentioned expansion, to obtain some extremal information about $1_S$, from which we can hope to deduce the desired (extremal) conclusion about $S$. Often, as in the case of Lovász’ proof sketched above, this will involve applying a linear operator (related to the property $P$) to our expansion, and using spectral methods. Often (though not in the case of Lovász’ proof), the expansion can be in terms of the characters of an Abelian group, in which case we are doing harmonic analysis, or in terms of
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the representations of a non-Abelian group, in which case we are doing ‘non-Abelian harmonic analysis’. So one can view the general method outlined above, as a ‘generalisation’ of the application of harmonic analysis to extremal problems. We will see several other instances of this general method being used to solve intersection problems (with best-possible bounds), later in this survey paper. Of course, harmonic analysis has been used with outstanding success in extremal problems in Analytic Number Theory, ever since Hardy and Littlewood developed their ‘circle method’; Roth’s seminal 1953 theorem on subsets of integers containing no 3-term arithmetic progressions, is another example, and harmonic analysis is ubiquitous in modern Additive Combinatorics / Discrete Analysis. But the bounds proved via these kinds of method, in these areas of Mathematics, are typically not (exactly) exact: rather, they differ from the (conjectured) truth by very large constants or by logarithmic factors, so the mathematics involved has a slightly different flavour to it (more ‘analytic’ and less ‘algebraic’, perhaps), compared to the search for more ‘exact’ bounds in Extremal Combinatorics, which we discuss in this survey.

The remainder of this survey paper is structured as follows. In Section 2, we discuss intersection problems for families of subsets of an unstructured ground-set. In Section 3, we discuss ‘stability’ results that describe the structure of ‘large’ intersecting families. In Section 4, we consider intersection problems where extra structure is imposed upon the ground-set, such as the additive structure of the integers, or a graph structure. In Section 5, we consider intersection problems for families of more complicated mathematical objects, such as permutations, partitions, vector subspaces and linear maps. In Section 6, we consider what happens in intersection problems when additional ‘symmetry’ requirements are imposed upon the intersecting families in question.

This survey is a somewhat personal perspective on the field of intersection problems, and is not intended to be exhaustive; if a discussion of the reader’s favourite theorem is omitted, I can only apologise profusely. The reader is referred to the excellent surveys of Borg [13], Frankl and Tokushige [46], and Godsil and Meagher [51], for slightly different perspectives on the field.

2 Intersection problems for families of subsets of an (unstructured) set

In this section, we give a quick (and by no means exhaustive) survey of intersection theorems and intersection problems, for families of subsets of a ground-set where there is no special ‘structure’ on the ground-set.

2.1 The Complete Intersection Theorem, and some of its predecessors

In view of the Erdős-Ko-Rado theorem (Theorem 1.3), it is natural to ask what happens if we strengthen the intersection condition, while keeping the ‘universe’ the same (viz., \(\binom{n}{k}\)). One natural strengthening is as follows. For a positive integer \(t\), we say a family of sets is \(t\)-intersecting if any two sets in the family have intersection of size at least \(t\). This leads to the following generalisation of Question 1.2.

**Question 2.1** For each triple of positive integers \((n, k, t)\), what is the maximum possible size \(M(n, k, t)\) of a \(t\)-intersecting family of \(k\)-element subsets of \(\{1, 2, \ldots, n\}\)?
This question is only interesting for \( n > 2k - t \), since for \( n \leq 2k - t \), \( \binom{n}{k} \) itself is a \( t \)-intersecting family, so trivially, \( M(n, k, t) = \binom{n}{k} \) for all \( n \leq 2k - t \).

In [35], Erdős, Ko and Rado gave a short proof that for each \( t < k \), there exists \( n_0 = n_0(k, t) \in \mathbb{N} \) such that for all \( n \geq n_0(k, t) \), we have

\[
M(n, k, t) = \binom{n - t}{k - t};
\]

(2.1)

the extremal families in this case are precisely the families of the form \( \{ S \in \binom{n}{k} : S \supset B \} \), for \( B \in \binom{[n]}{t} \), sometimes called the \( t \)-umvirates. However, for small \( n \) and \( t > 1 \), these families are no longer extremal: for example, when \( n = 2k \) and \( t = 2 \), it is easy to check that

\[
|\{ S \in \binom{[2k]}{k} : |S \cap \{1, 2, 3, 4\}| \geq 3 \}| > |\{ S \in \binom{[2k]}{k} : \{1, 2\} \subset S \}|
\]

for all \( k \) sufficiently large. Frankl conjectured in 1978 that

\[
M(n, k, t) = \max_{0 \leq i \leq (n-t)/2} |\mathcal{F}_i|,
\]

where

\[
\mathcal{F}_i := \{ S \in \binom{[n]}{k} : |S \cap [t + 2i]| \geq t + i \} \quad (0 \leq i \leq (n-t)/2).
\]

Frankl’s conjecture was finally proved in 1997 by Ahlswede and Khachatrian [2]; it is now known as the ‘Complete Intersection Theorem’. It is a remarkable and seminal result. The proof of Ahlswede and Khachatrian in [2] is entirely combinatorial, and is very intricate (perhaps rather miraculous), making clever use of \( ij \)-compressions (defined in the previous section), generating families, and taking complements. (We say a family \( \mathcal{G} \subset \mathcal{P}(\mathbb{N}) \) generates a \( k \)-uniform family \( \mathcal{F} \subset \binom{[n]}{k} \) if \( \mathcal{F} = \{ S \in \binom{[n]}{k} : T \subset S \text{ for some } T \in \mathcal{G} \} \). The relevance of taking complements stems from the observation that if \( \mathcal{F} \subset \binom{[n]}{k} \) is \( t \)-intersecting if and only if \( \mathcal{F} := \{ [n] \setminus S : S \in \mathcal{F} \} \subset \binom{[n]}{n-k} \) is \((n-2k+t)\)-intersecting.) In [1], Ahlswede and Khachatrian give a different proof (of the Complete Intersection Theorem), which in a sense is ‘dual’ to the proof in [2].

It is important to note that in 1984, Wilson [87] gave a spectral proof of the following special case of the Ahlswede-Khachatrian’s Complete Intersection Theorem.

**Theorem 2.2 (Wilson, 1984)** If \( n, k, t \in \mathbb{N} \) with \( n \geq (k - t + 1)(t + 1) \), and \( \mathcal{F} \subset \binom{[n]}{k} \) is \( t \)-intersecting, then

\[
|\mathcal{F}| \leq \binom{n-t}{k-t},
\]

(2.2)

and equality holds if and only if \( \mathcal{F} \) is a \( t \)-umvirate, i.e. \( \mathcal{F} = \{ S \in \binom{[n]}{k} : S \supset B \} \) for some \( B \in \binom{[n]}{t} \).
The bound $n \geq (k-t+1)(t+1)$ in Wilson’s theorem is best-possible, so some thirteen years before the Ahlswede-Khachatrian theorem, Wilson had determed the values of $(n,k,t) \in \mathbb{N}^3$ for which the $t$-umvirates are optimal (i.e., the values for which the Erdős-Ko-Rado property holds). This proof is very different to the Ahlswede-Khachatrian proof, and the general technique has been used more recently to solve problems where purely combinatorial techniques (such as compressions) seem not to work, so we proceed to discuss Wilson’s proof of Theorem 2.2 in some detail.

A natural first attempt at a spectral proof of Theorem 2.2 is to try to mimic Lovász’ spectral proof of the Erdős-Ko-Rado theorem and to calculate the minimum and maximum eigenvalues of the adjacency matrix $A$ of the graph $K(n,k,<t)$ with vertex-set $\binom{[n]}{k}$, where two $k$-element sets are joined by an edge if they have intersection of size less than $t$. (Clearly, a $t$-intersecting family is precisely an independent set of vertices in this graph.) One can then apply Hoffman’s bound (Theorem 1.5), and see what comes out as the upper bound on the size of an independent set in $K(n,k,<t)$. Unfortunately, this only yields the desired bound (viz., $(n-t)k-t$) for all $n \geq (k-t+1)(t+1)$ in the case $t = 1$. However, one can then observe that Hoffman’s bound still holds if $A$ is replaced by a pseudoadjacency matrix for the graph $G$. (A pseudoadjacency matrix for a finite graph $G = (V,E)$ is a real symmetric matrix $M$ with rows and columns indexed by $V(G)$, where all the row-sums are equal and positive, and where $M_{x,y} = 0$ whenever $xy \notin E(G)$.) The proof of Hoffman’s bound, given above, clearly works when the adjacency matrix $A$ is replaced by a pseudoadjacency matrix $M$, an observation that goes back to Delsarte. We therefore immediately obtain the following.

**Theorem 2.3 (The Delsarte-Hoffman bound)** Let $G = (V,E)$ be a finite, $d$-regular graph, let $N = |V(G)|$ and let $M$ be a pseudoadjacency matrix of $G$. Let $\lambda_1$ be the eigenvalue of $M$ corresponding to the eigenvector $f := (1,1,\ldots,1)$, and let $\lambda_{\min}$ be the minimum (i.e., the ‘most negative’) eigenvalue of $M$. Let $S \subset V(G)$ be an independent set of vertices of $G$. Then

$$|S| \leq \frac{-\lambda_{\min}}{\lambda_1 - \lambda_{\min}} N.$$  \hspace{1cm} (2.3)

Equality holds only if

$$1_S - \frac{|S|}{N}(1,1,\ldots,1)$$

is a $\lambda_{\min}$-eigenvector of $M$, where $1_S$ denotes the indicator vector of $S$.

The next step (and most of the work) of Wilson’s proof is to find a pseudoadjacency matrix $M$ (for the graph $K(n,k,<t)$) that has the appropriate maximum and minimum eigenvalues to imply the bound (2.2) (for all $n \geq (k-t+1)(t+1)$). Given the symmetries of $\binom{[n]}{k}$, it is natural to seek such a matrix $M$ where $M_{S,T}$ depends only upon $|S \cap T|$, and where $M_{S,T} = 0$ for all $|S \cap T| \geq t$. This condition can easily be seen to be equivalent to taking

$$M_{S,T} = \sum_{j=0}^{t-1} c_j A_j,$$
for some real coefficients $c_0, c_1, \ldots, c_{t-1}$, where $A_j$ is the adjacency matrix of the graph $K(n, k = j)$ with vertex-set $\binom{[n]}{k}$, where two sets are joined by an edge if they have intersection of size exactly $j$. The $A_j$’s (which are in fact defined for all $0 \leq j \leq k$) are precisely the adjacency matrices of the Johnson association scheme, and it follows from the general theory of association schemes that they are simultaneously diagonalisable, with (common) eigenspaces $V_0, V_1, \ldots, V_k$ (defined in the previous section). The corresponding eigenvalues are also known (they were given by Delsarte in 1973 [20]).

We are left with the task of choosing the coefficients $c_0, c_1, \ldots, c_{t-1}$ so as to ensure the correct maximum and minimum eigenvalues to imply the desired upper bound. This might be a rather hard task, but for the fact that we have an important clue: equality holds in (2.3) only if the ‘shifted characteristic vector’ $1_S = \frac{|S|}{V(G)}(1, 1, \ldots, 1)$ is a $\lambda_{\text{min}}$-eigenvector of $M$. We know that equality must hold in (2.2) whenever $F$ is of the form $\{ S \in \binom{[n]}{t} : B \subset S \}$ for some $B \in \binom{[n]}{t}$, and it is easy to check that the shifted characteristic vectors of these families span $V_1 \oplus V_2 \oplus \ldots \oplus V_{t-1}$. Hence, if $\lambda_i$ is the eigenvalue of $M$ corresponding to $V_i$ (for each $i \in [k] \cup \{0\}$), then the $\lambda_i$ must satisfy

$$\frac{-\lambda_i}{\lambda_0 - \lambda_i} = \binom{n-t}{k-t} \quad \forall 1 \leq i \leq t-1.$$ 

These conditions determine $c_0, c_1, \ldots, c_{t-1}$ up to a constant factor (and rescaling all the $c_i$ by a constant factor simply rescales all the $\lambda_i$ by a constant factor, which makes no difference to the Delsarte-Hoffman bound). It turns out that, under this choice, the eigenvalues $\lambda_0, \lambda_1 + 1, \ldots, \lambda_k$ are all at least $\lambda_1$ (provided $n \geq (k-t+1)(t+1)$); this is checked by Wilson, though it involves some non-trivial calculation. Hence, this choice of $M$ yields Wilson’s theorem.

In fact, the $t$-intersection question turns out to be non-trivial even in the ‘easier’ setting of subfamilies of $P([n])$. This problem was resolved by Katona [62] in 1964.

**Theorem 2.4** (Katona, 1964.) Let $t \in \mathbb{N}$. If $F \subset P([n])$ is $t$-intersecting, then

$$|F| \leq \begin{cases} \sum_{i \geq (n+t)/2} \binom{n}{i} & \text{if } n + t \text{ is even;} \\ \binom{n-1}{(n+t-1)/2} + \sum_{i \geq (n+t+1)/2} \binom{n}{i} & \text{if } n + t \text{ is odd.} \end{cases}$$

Theorem 2.4 says, for example, that when $n + t$ is even, the $t$-intersecting family $\{ S \subset [n] : |S| \geq (n+t)/2 \}$ ‘wins’. Note that this family is far from being a junta; moreover, it is easy to check that any winning family (in fact, any family with size ‘close’ to the maximum) is ‘far’ from being a junta, in a well-defined sense. In particular, the Erdős-Ko-Rado property certainly does not hold, here.

As observed by Wang [86], Theorem 2.4 can be given a short proof using $ij$-compressions, which were introduced in the previous section. We sketch Wang’s proof from [86]. We may assume, in proving Theorem 2.4, that $F$ is left-compressed. We claim that if $F$ is left-compressed and $t$-intersecting, then

$$A := \{ S \subset [n] \setminus \{1\} : S \cup \{1\} \in F \} \subset \mathcal{P}([n] \setminus \{1\})$$

is $(t-1)$-intersecting, and

$$B := \{ S \subset [n] \setminus \{1\} : S \in \mathcal{F} \} \subset \mathcal{P}([n] \setminus \{1\})$$

for some real coefficients $c_0, c_1, \ldots, c_{t-1}$, where $A_j$ is the adjacency matrix of the graph $K(n, k = j)$ with vertex-set $\binom{[n]}{k}$, where two sets are joined by an edge if they have intersection of size exactly $j$. The $A_j$’s (which are in fact defined for all $0 \leq j \leq k$) are precisely the adjacency matrices of the Johnson association scheme, and it follows from the general theory of association schemes that they are simultaneously diagonalisable, with (common) eigenspaces $V_0, V_1, \ldots, V_k$ (defined in the previous section). The corresponding eigenvalues are also known (they were given by Delsarte in 1973 [20]).

We are left with the task of choosing the coefficients $c_0, c_1, \ldots, c_{t-1}$ so as to ensure the correct maximum and minimum eigenvalues to imply the desired upper bound. This might be a rather hard task, but for the fact that we have an important clue: equality holds in (2.3) only if the ‘shifted characteristic vector’ $1_S = \frac{|S|}{V(G)}(1, 1, \ldots, 1)$ is a $\lambda_{\text{min}}$-eigenvector of $M$. We know that equality must hold in (2.2) whenever $F$ is of the form $\{ S \in \binom{[n]}{t} : B \subset S \}$ for some $B \in \binom{[n]}{t}$, and it is easy to check that the shifted characteristic vectors of these families span $V_1 \oplus V_2 \oplus \ldots \oplus V_{t-1}$. Hence, if $\lambda_i$ is the eigenvalue of $M$ corresponding to $V_i$ (for each $i \in [k] \cup \{0\}$), then the $\lambda_i$ must satisfy

$$\frac{-\lambda_i}{\lambda_0 - \lambda_i} = \binom{n-t}{k-t} \quad \forall 1 \leq i \leq t-1.$$ 

These conditions determine $c_0, c_1, \ldots, c_{t-1}$ up to a constant factor (and rescaling all the $c_i$ by a constant factor simply rescales all the $\lambda_i$ by a constant factor, which makes no difference to the Delsarte-Hoffman bound). It turns out that, under this choice, the eigenvalues $\lambda_0, \lambda_1 + 1, \ldots, \lambda_k$ are all at least $\lambda_1$ (provided $n \geq (k-t+1)(t+1)$); this is checked by Wilson, though it involves some non-trivial calculation. Hence, this choice of $M$ yields Wilson’s theorem.

In fact, the $t$-intersection question turns out to be non-trivial even in the ‘easier' setting of subfamilies of $P([n])$. This problem was resolved by Katona [62] in 1964.

**Theorem 2.4** (Katona, 1964.) Let $t \in \mathbb{N}$. If $F \subset P([n])$ is $t$-intersecting, then

$$|F| \leq \begin{cases} \sum_{i \geq (n+t)/2} \binom{n}{i} & \text{if } n + t \text{ is even;} \\ \binom{n-1}{(n+t-1)/2} + \sum_{i \geq (n+t+1)/2} \binom{n}{i} & \text{if } n + t \text{ is odd.} \end{cases}$$

Theorem 2.4 says, for example, that when $n + t$ is even, the $t$-intersecting family $\{ S \subset [n] : |S| \geq (n+t)/2 \}$ ‘wins’. Note that this family is far from being a junta; moreover, it is easy to check that any winning family (in fact, any family with size ‘close’ to the maximum) is ‘far’ from being a junta, in a well-defined sense. In particular, the Erdős-Ko-Rado property certainly does not hold, here.

As observed by Wang [86], Theorem 2.4 can be given a short proof using $ij$-compressions, which were introduced in the previous section. We sketch Wang’s proof from [86]. We may assume, in proving Theorem 2.4, that $F$ is left-compressed. We claim that if $F$ is left-compressed and $t$-intersecting, then

$$A := \{ S \subset [n] \setminus \{1\} : S \cup \{1\} \in F \} \subset \mathcal{P}([n] \setminus \{1\})$$

is $(t-1)$-intersecting, and

$$B := \{ S \subset [n] \setminus \{1\} : S \in \mathcal{F} \} \subset \mathcal{P}([n] \setminus \{1\})$$
is \((t + 1)\)-intersecting. The first statement is clear, so let us prove the second. Let \(B_1, B_2 \in \mathcal{B}\). Choose \(j \in B_1 \cap B_2\). Since \(\mathcal{F}\) is 1\(-j\) compressed, we have \((B_1 \cup \{1\}) \setminus \{j\} \in \mathcal{F}\), so using the fact that \(\mathcal{F}\) is \(t\)-intersecting, we have 
\[|B_1 \cap B_2| = |((B_1 \cup \{1\}) \setminus \{j\}) \cap B_2| + 1 \geq t + 1,\]
as required.

Given the above claim, it is straightforward to prove Theorem 2.4 by induction on \(n\). Indeed, the theorem is easy for \(t = 1\) (see Question 1.1), and easy to check for \(n = 1\), so we may assume that \(t \geq 2\). Let \(n \geq 2\), and assume by induction that the theorem holds when \(n\) is replaced by \(n - 1\). Let \(\mathcal{F} \subset \mathcal{P}([n])\) be \(t\)-intersecting; then \(|\mathcal{F}| = |\mathcal{A}| + |\mathcal{B}|\), and applying the inductive hypothesis to \(\mathcal{A}\) and to \(\mathcal{B}\), with \(t - 1\) and \(t + 1\) in place of \(t\), respectively, yields the bound in the theorem.

### 2.2 Forbidding just one intersection

There is another natural way of generalising Question 1.2, which is to forbid just one intersection-size.

**Question 2.5** For each triple of non-negative integers \((n, k, \ell)\), what is the maximum possible size \(N(n, k, \ell)\) of a family of \(k\)-element subsets of \([n]\) such that no two sets in the family have intersection of size \(\ell\)?

When \(\ell = 0\), the answer is given by the Erdős-Ko-Rado theorem, but for many values of \((n, k, \ell)\), the exact answer remains elusive. Some remarkable results are known, however, on this problem.

#### The case when \(n\) is large compared to \(\ell\)

In 1985, Frankl and Füredi [43] proved that \(N(n, k, \ell) = \binom{n - \ell - 1}{k - \ell - 1}\) for all \(k \geq 2\ell + 2\) and all \(n \geq n_0(k)\); the extremal families in this case are precisely those of the form \(\{S \in \binom{[n]}{k} : T \subset S\}\), for \(T \in \binom{[\ell + 1]}{\ell + 1}\). Their proof relies on an intricate application of the ‘delta-system method’, which was first developed and used by Frankl in the 1970s (see e.g. [39], or [40] for a particularly transparent application), and first described in full by Deza, Erdős and Frankl in 1978 [21].

Recently, two results were obtained (one by Keller and Lifshitz [64], another by Keller, Lifshitz and the author [29]) which together imply that \(N(n, k, \ell) = M(n, k, \ell + 1)\) for all \(k \geq 2\ell + 2\) and all \(n \geq n_0(\ell)\). The proofs of these two results use the ‘junta method’, together with appropriate notions of pseudorandomness/regularity. We will discuss these methods, in a slightly easier context, later in this section.

#### The Frankl-Wilson theorem(s)

The fact that \(N(n, k, \ell) = M(n, k, \ell + 1)\) for all \(k \geq 2\ell + 2\) and all \(n\) sufficiently large depending on \(\ell\), may be somewhat surprising: it says that for \(n\) large, banning intersections of size exactly \(\ell\) has the same effect (on the maximum size of a \(k\)-uniform family) as banning intersections of sizes \(0, 1, 2, \ldots, \ell - 1\) and \(\ell\). However, the following theorem of Frankl and Wilson is (arguably) even more surprising (indeed, spectacular).
**Theorem 2.6 (Frankl-Wilson [47], 1981)** If \( p \) is prime, then
\[
N(4p, 2p, p) \leq 2 \left( \frac{4p}{p-1} \right).
\]

We note that \( \left( \frac{4p}{p-1} \right) < e^{-p/16} \cdot 2^{4p} \), so the bound in Theorem 2.6 is exponentially small as a fraction of \( \left( \frac{4p}{2p} \right) \) (recall that \( \left( \frac{4p}{2p} \right) \gtrsim 2^{4p}/\sqrt{p} \)). Theorem 2.6 is a very remarkable result: it says that just banning one intersection-size can force a family to be exponentially small. It is a consequence of the following theorem, also from [47].

**Theorem 2.7 (Frankl-Wilson, 1981)** Let \( p \) be a prime. Let \( F \subset \binom{[n]}{k} \), let \( \lambda_1, \ldots, \lambda_s \in \{0, 1, 2, \ldots, p-1\} \) with \( \lambda_i \not\equiv k \pmod{p} \) for all \( i \in [s] \), and suppose that for any two distinct sets \( S, T \in F \), there exists \( i \in [s] \) such that \( |S \cap T| \equiv \lambda_i \). Then
\[
|F| \leq \binom{n}{s}.
\]

To deduce Theorem 2.6 from Theorem 2.7, we let \( F \subset \binom{[4p]}{2p} \) with \( |S \cap T| \neq p \) for all distinct \( S, T \in F \). For each pair \( \{S, 4p \setminus S\} \subset F \), we remove one of \( S \) and \( [4p] \setminus S \) from \( F \), producing a family \( F' \) that satisfies \( |S \cap T| \neq 0 \pmod{p} \) for all distinct \( S, T \in F' \). By applying Theorem 2.7 to \( F' \) with \( n = 4p, k = 2p, s = p-1 \) and \( \{\lambda_1, \ldots, \lambda_s\} = [p-1] \), we see that \( |F'| \leq \left( \frac{4p}{p-1} \right) \), and therefore \( |F| \leq 2|F'| \leq 2\left( \frac{4p}{p-1} \right) \), as required.

**The ‘linear independence method’ in Extremal Combinatorics** Frankl and Wilson’s proof of Theorem 2.7 uses a rather ingenious variant of what may be called the ‘linear algebraic method’ or ‘linear independence method’ in extremal combinatorics. The general idea behind this method is as follows. Suppose \( U \) is a universe of mathematical objects, and \( P \) is a property of subsets of \( U \), and we wish to show that any subset \( S \subset U \) satisfying \( P \), has \( |S| \leq M \). One possible way of doing this is to associate, to each element \( u \) of \( U \), a vector \( \phi(u) \) in some vector space \( V \) of rank at most \( M \), and to show that, if \( S \subset U \) satisfies the property \( P \), then \( \phi(u_1) \neq \phi(u_2) \) for all distinct \( u_1, u_2 \in S \) and \( \{\phi(u) : u \in S\} \) is a linearly independent set; it then follows immediately that \( |S| = |\phi(S)| \leq M \).

This general method is more easily illustrated with the following slight generalisation of a (very) special case of Theorem 2.7.

**Proposition 2.8** Let \( F \subset \mathcal{P}([n]) \) such that \( |S| \) is odd for all \( S \in F \), and \( |S \cap T| \) is even for all distinct \( S, T \in F \). Then \( |F| \leq n \).

**Proof** For each \( S \in F \), consider the characteristic vector \( \chi_S \in \mathbb{F}_2^n \), defined by \( \chi_S(i) = 1 \) if \( i \in S \) and \( \chi_S(i) = 0 \) if \( i \notin S \). Let
\[
\langle u, v \rangle := \sum_{i=1}^{n} u_i v_i \quad (u, v, \in \mathbb{F}_2^n)
\]
denote the standard inner product in \( \mathbb{F}_2^n \). Since \( |S| \) is odd for all \( S \in F \), we have \( \langle \chi_S, \chi_S \rangle = 1 \) for all \( S \in F \), and since \( |S \cap T| \) is even for all distinct \( S, T \in F \), we have
\langle \chi_S, \chi_T \rangle = 0 \text{ for all distinct } S, T \in \mathcal{F}. \text{ Hence, } \{\chi_S : S \in \mathcal{F}\} \text{ is orthonormal, and therefore linearly independent in } \mathbb{F}_2^n, \text{ a vector space of dimension } n. \text{ The proposition follows.} \quad \square

We remark that the bound in Proposition 2.8 is very strong indeed: the condition that \(|S \cap T|\) is even for all distinct \(S, T \in \mathcal{F}\) forces a polynomial (indeed, linear) upper bound, compared to the exponential \(|\{S \subseteq [n] : |S| \text{ is odd}\}| = 2^{n-1}\). Proposition 2.8 is clearly best possible, as is evidenced by the family of singletons \(\{\{i\} : i \in [n]\}\).

2.3 Geometric consequences of the Frankl-Wilson theorem(s)

We now discuss three beautiful and important geometric consequences of the aforementioned theorems of Frankl and Wilson.

The Kahn-Kalai counterexample to Borsuk’s conjecture

Theorem 2.6 was used by Kahn and Kalai in 1993 [58] to disprove (in an extremely strong sense), a hitherto widely believed conjecture of Borsuk in Geometry, namely,

**Conjecture 2.9 (Borsuk)** Any bounded subset \(B \subset \mathbb{R}^n\) can be partitioned into \(n + 1\) sets, each of which has strictly smaller diameter than \(B\).

We call a decomposition of a bounded subset \(B \subset \mathbb{R}^n\) into sets of strictly smaller diameter than \(B\), a Borsuk decomposition of \(B\). Kahn and Kalai exhibited, for each \(n \in \mathbb{N}\), a (discrete) subset \(B_n\) of \(\mathbb{R}^n\) requiring at least \(c\sqrt{n}\) sets in a Borsuk decomposition, where \(c > 1\) is an absolute constant. In fact, \(B_n \subset \{0, 1\}^n\) for each \(n\). To explain their construction, we identify \(\{0, 1\}^n\) with \(\mathcal{P}([n])\) in the natural way, and we assume that \(n = \binom{4p}{2p}\) where \(p\) is prime, so that we can identify \(\mathcal{P}([n])\) with the set of all edge-sets of labelled graphs on the vertex-set \([4p]\). For each subset \(S \in \binom{4p}{2p}\), we consider the graph \(G_S\) which is the complete bipartite graph with vertex-classes \(S\) and \([4p] \setminus S\). We take \(B_n = \{G_S : S \in \binom{4p}{2p}\}\). Note that for any \(S, T \in \binom{4p}{2p}\), we have

\[
|E(G_S) \Delta E(G_T)| = |E(G_S)| + |E(G_T)| - 2|E(G_S) \cap E(G_T)|
= 8p^2 - 2(|S \cap T|^2 - (2p - |S \cap T|)^2),
\]

which is maximized when \(|S \cap T| = p\). Hence, any subset of \(B_n\) with diameter strictly smaller than \(B_n\), must not contain \(G_S\) and \(G_T\) with \(|S \cap T| = p\), and therefore has cardinality at most \(2\binom{4p}{p-1}\), by Theorem 2.6, so the number of pieces needed in a Borsuk decomposition of \(B_n\) is at least

\[
\frac{\frac{1}{2} \binom{4p}{2p}}{2\binom{4p}{p-1}} \geq \frac{c^{p/16}}{\sqrt{p}} \geq c^{\sqrt{n}},
\]

where \(c > 1\) is an absolute constant.

Writing \(b(n)\) for the maximum possible number of sets required in a Borsuk decomposition of a bounded subset of \(\mathbb{R}^n\), it is known that \(b(n) = n + 1\) for all \(n \leq 3\), and that \(b(n) \leq C^n\) for all \(n \in \mathbb{N}\), where \(C\) is an absolute constant (this upper bound in due to Schramm). The best-known lower bound on \(b(n)\) is still of the form \(c^{\sqrt{n}}\).
The chromatic number of Euclidean space. A classical problem is to determine (or bound) the chromatic number of the unit distance graph on $\mathbb{R}^n$: that is, the graph with vertex-set $\mathbb{R}^n$, where two points are joined if they are at a (Euclidean) distance of one apart; we denote this chromatic number by $\chi(\mathbb{R}^n)$. Even the determination of $\chi(\mathbb{R}^2)$ is a notorious open problem, known as the Hadwiger-Nelson problem; for more than 50 years the best known bounds were $4 \leq \chi(\mathbb{R}^2) \leq 7$ (the lower bound being due to the brothers William and Leo Moser, the upper bound being due to Isbell), until the 2018 breakthrough of Aubrey de Grey showing that $\chi(\mathbb{R}^2) \geq 5$. In [47], Frankl and Wilson applied Theorem 2.6 to show that $\chi(\mathbb{R}^n) \geq c^n$ for all $n \in \mathbb{N}$, where $c > 1$ is an absolute constant. To see this, assume that $n = 4p$ for a prime $p$, and embed $\binom{4p}{2p} \subset \mathcal{P}(\{4p\})$ into $\{0,1\}^{4p} \subset \mathbb{R}^{4p}$ in the natural way; then two sets $S,T \in \binom{4p}{2p}$ with $|S \cap T| = p$ correspond exactly to two points $x,y \in \{0,1\}^{4p}$ with $\|x-y\|_2 = \sqrt{2p}$. Rescaling by a factor of $\sqrt{2p}$, we see that a monochromatic subset of $(1/\sqrt{2p}) \cdot \{0,1\}^{4p}$ (in a proper colouring of $\mathbb{R}^{4p}$) has size at most $2^{4p}$, so

$$\chi(\mathbb{R}^{4p}) \geq \frac{2^{4p}}{2^{4p/4}} \geq \frac{2^{4p}}{2^{e^{-p/16} \cdot 2^{4p}}} \geq c^n.$$

Using the classical fact (Bertrand’s postulate) that for every $x > 1$, there exists a prime $p$ with $x \leq p \leq 2x$, it follows that $\chi(\mathbb{R}^n) > c^n$ for each $n \in \mathbb{N}$, where $c > 1$ is an absolute constant.

In the other direction, it is easy to see, by partitioning $\mathbb{R}^n$ into half-open cubes of side-length $1/\sqrt{n}$ and greedily colouring the cubes (giving each cube one colour), that $\chi(\mathbb{R}^n) \leq C^n$ where $C$ is an (other) absolute constant, so the rate of growth of $\chi(\mathbb{R}^n)$ is exponential. Its precise (exponential) rate of growth is unknown.

Witsenhausen’s problem on subsets of the sphere. For each $n \in \mathbb{N}$, let $\mu_n$ denote Lebesgue measure on the $n$-dimensional unit sphere $S^n \subset \mathbb{R}^{n+1}$. An old problem of Witsenhausen is to determine the maximum measure $m(n)$ of a Lebesgue-measurable subset $\mathcal{F} \subset S^n$ such that $\langle x, y \rangle \neq 0$ for all $x,y \in \mathcal{F}$. Kalai conjectures that the extremal sets for this problem are the double spherical caps of half-angle $O(\frac{1}{2})$, i.e., the sets of the form $\{x \in S^n : |\langle x, x_0 \rangle| > 1/2\}$ for $x_0 \in S^n$ (this beautiful conjecture remains open). In [47], Frankl and Wilson applied Theorem 2.6 to show that $m(n) \leq c^n$ for each $n \in \mathbb{N}$, for some absolute constant $c < 1$. To see this, take $n = 4p - 1$ where $p$ is prime, and observe that, embedding $\binom{4p}{2p} \subset \mathcal{P}(\{4p\})$ into $\{\pm 1\}^{4p}$ in the natural way, two sets $S,T \in \binom{4p}{2p}$ with $|S \cap T| = p$ correspond exactly to two points $x,y \in \{\pm 1\}^{4p}$ with $\langle x, y \rangle = 0$. Rescaling, we have a copy $C$ of $\binom{4p}{2p}$ inside $\binom{1}{2p}$ inside $\binom{1}{2p}$. The same bound clearly holds if $C$ is replaced by $\sigma(C)$, where $\sigma \in O(4p, \mathbb{R})$; so averaging over all images of $C$ under elements of $O(4p, \mathbb{R})$, proves that $\mu_{4p-1}(\mathcal{F}) \leq c^{4p-1}$.
2.4 Forbidding just one intersection, in the non-uniform setting

In contrast to Question 2.1, which is easier in the setting of $\mathcal{P}([n])$ (the ‘non-uniform setting) than in the case of $\binom{[n]}{k}$ (the ‘uniform setting'), the forbidden intersection problem appears at least as difficult in setting of $\mathcal{P}([n])$ as in the case of $\binom{[n]}{k}$. For $n, \ell \in \mathbb{N}$, we write

$$N(n, \ell) = \max\{|F| : F \subseteq \mathcal{P}([n]), |S \cap T| \neq \ell \text{ for all distinct } S, T \in F\}.$$ 

Solving a $250$ problem of Erdős from 1976, Frankl and Rödl proved in a breakthrough 1987 paper [45] that $N(n, \lfloor n/4 \rfloor) \leq 1.99n$ for all $n \in \mathbb{N}$. This was deduced from the following theorem (together with a calculation of the appropriate constants).

**Theorem 2.10 (Frankl-Rödl, 1987)** For each $0 < \eta < 1/4$, there exists $\epsilon = \epsilon(\eta) > 0$ such that for any $\ell \in \mathbb{N}$ with $\eta n \leq \ell \leq (1/2 - \eta)n$, if $F \subseteq \mathcal{P}([n])$ with $|S \cap T| \neq \ell$ for all distinct $S, T \in F$, then $|F| \leq (2 - \epsilon)^n$.

This in turn was deduced from a two-family version.

**Theorem 2.11 (Frankl-Rödl, 1987)** For each $0 < \eta < 1/4$, there exists $\epsilon = \epsilon(\eta) > 0$ such that for any $\ell \in \mathbb{N}$ with $\eta n \leq \ell \leq (1/2 - \eta)n$, if $F, G \subseteq \mathcal{P}([n])$ with $|S \cap T| \neq \ell$ for all $S \in F$ and $T \in G$, then $|F||G| \leq (4 - \epsilon)^n$.

Frankl and Rödl’s proof (in [45]) of Theorem 2.11 is ingenious, and purely combinatorial, using a density increment argument. We believe it deserves to be more widely known and better understood, particularly as density increment methods (and similar increment methods — incrementing another parameter such as ‘entropy’ or ‘energy’, appropriately defined) have been very successfully used in Combinatorics and other areas of Mathematics, over the last 30 years. So we proceed to give a (very detailed) sketch of the Frankl-Rödl proof.

Frankl and Rödl begin with two observations that follow from Harper’s vertex-isoperimetric inequality (see [54]) for the discrete cube. Harper’s theorem easily implies the following.

**Theorem 2.12** Let $A \subseteq \mathcal{P}([n])$ with $|A| \geq \sum_{i=0}^{a} \binom{n}{i}$. Then $|N_t(A)| \geq \sum_{i=0}^{a+t} \binom{n}{i}$.

Here, $N_t(A)$ denotes the $t$-neighbourhood of $A$, i.e., family of sets which are at Hamming distance at most $t$ from $A$.

The first observation of Frankl and Rödl is as follows.

**Lemma 2.13** Let $0 < \beta < 1$. Let $F, G \subseteq \mathcal{P}([n])$ such that $|F \cap G| > \beta n$ for all $F \in \mathcal{F}$ and $G \in \mathcal{G}$. Then

$$|F||G| \leq 2^{2nH_2((1+\beta)/2)},$$

where $H_2(p) := p \log_2(1/p) + (1-p) \log_2(1/(1-p))$ denotes the binary entropy function.

Note that for $\beta > 0$, $H_2((1+\beta)/2)$ is bounded away from 1, so the upper bound in Lemma 2.13 is exponentially small compared to $2^{2n}$. 

To prove Lemma 2.13, assume without loss of generality that $|\mathcal{F}| \leq |\mathcal{G}|$. Then choose $a \in \mathbb{N}$ such that
\[ \sum_{i=0}^{a} \binom{n}{i} \geq |\mathcal{F}| > \sum_{i=0}^{a-1} \binom{n}{i}. \]
Since $F \cap G \neq \emptyset$ for all $F \in \mathcal{F}$ and $G \in \mathcal{G}$, we have $(F \in \mathcal{F}) \Rightarrow ([n] \setminus F \notin \mathcal{G})$, and therefore $|\mathcal{F}| + |\mathcal{G}| \leq 2^n$, so $|\mathcal{F}| \leq 2^{n-1}$; it follows that $a \leq n/2$. Let $t \in \mathbb{N}$ be maximal such that $|F \cap G| \geq t$ for all $F \in \mathcal{F}$ and $G \in \mathcal{G}$; note that $t > \beta n$. It follows from Theorem 2.12 that
\[ |N_t(\mathcal{F})| \geq \sum_{i=0}^{a+t-1} \binom{n}{i}. \]
Let $\mathcal{G} := \{[n] \setminus G : G \in \mathcal{G}\}$. Since $|F \cap G| \geq t$ for all $F \in \mathcal{F}$ and $G \in \mathcal{G}$, we must have $N_t(\mathcal{F}) \cap \mathcal{G} = \emptyset$, and therefore $|\mathcal{G}| = |\mathcal{G}| \leq \sum_{i=a+t}^{n} \binom{n}{i}$. Hence,
\[ |\mathcal{F}| \leq \left( \sum_{i=0}^{a} \binom{n}{i} \right) \cdot \left( \sum_{i=a+t}^{n} \binom{n}{i} \right). \]
Maximising over the choice of $a$, and using the Chernoff bounds
\[ \sum_{i=0}^{a} \binom{n}{i} \leq 2^{H_2(a/n)n} \quad \forall a \leq n/2, \quad \sum_{i=a+t}^{n} \binom{n}{i} \leq 2^{H_2((a+t)/n)n} \quad \text{for } a + t \geq n/2 \]
and using the trivial bound
\[ \sum_{i=a+t}^{n} \binom{n}{i} \leq 2^n \]
in the case where $a + t < n/2$, the conclusion of the lemma follows.

The second observation of Frankl and Rödl is an easy consequence of the first.

**Lemma 2.14** Let $0 < \kappa < 1/2$. Let $\mathcal{F}, \mathcal{G} \subset \mathcal{P}([n])$ such that $|F \cap G| < (1/2 - \kappa)n$ for all $F \in \mathcal{F}$, $G \in \mathcal{G}$. Then for any $0 < \lambda < \kappa$, we have
\[ |\mathcal{F}| \leq \max \{ 2 \cdot 2^n (1 + H_2(1/2 - \kappa)), 2 \cdot 2^n H_2((1 + \kappa - \lambda)/2) \}. \]
Note that, as with the previous lemma, both $H_2(1/2 - \lambda)$ and $H_2((1 + \kappa - \lambda)/2)$ are bounded away from 1 for any $0 < \lambda < \kappa$, so the upper bound in Lemma 2.14 is exponentially small compared to $2^{2n}$.

Lemma 2.14 may be proved as follows. We let
\[ \mathcal{F}_s := \{ F \in \mathcal{F} : |F| \leq (1/2 - \lambda)n \}, \quad \mathcal{F}_l := \mathcal{F} \setminus \mathcal{F}_s, \]
s standing for ‘small’ and $l$ for ‘large’. Note that $|\mathcal{F}_s| \leq 2^{H_2(1/2 - \lambda)n}$, so if $|\mathcal{F}_s| \geq |\mathcal{F}|/2$ then we are done. We may assume, therefore, that $|\mathcal{F}_l| \geq |\mathcal{F}|/2$. Letting $\mathcal{G} := \{[n] \setminus G : G \in \mathcal{G}\}$, we have
\[ |F \cap H| = |F \cap ([n] \setminus G)| = |F| - |F \cap G| > (1/2 - \lambda)n - (1/2 - \kappa)n = (\kappa - \lambda)n \]
for all $F \in \mathcal{F}_l$ and all $H \in \mathcal{G}$ (here, $G \in \mathcal{G}$), so applying Lemma 2.13 to $\mathcal{F}_l$ and $\mathcal{G}$, yields
\[ |\mathcal{F}_l| \leq 2^{2n H_2((1 + \kappa - \lambda)/2)}, \]
and therefore

$$|F||G| \leq 2 \cdot 2^{2nH_2((1+\kappa-\lambda)/2)}$$

proving the lemma.

Equipped with the two preceding lemmas, the Frankl-Rödl proof proceeds as follows. Roughly speaking, the idea is to show that we can pass to smaller copies of $\mathcal{P}([n])$ in such a way that we either obtain a ‘large’ density increment on the copies, or else we ‘widen the interval of forbidden intersections’ (while approximately preserving the density), in such a way as to reduce either to the case covered by Lemma 2.13 or to that covered by Lemma 2.14.

To make this precise, for families $F, G \subset \mathcal{P}([n])$ and integers $0 \leq a \leq b \leq n$, we write $(F, G) \in \mathcal{P}(n, [a, b])$ if $|F \cap G| \notin [a, b]$ for all $F \in F$ and $G \in G$, i.e., if intersections in the interval $[a, b]$ are forbidden. Theorem 2.11 (our goal) deals with the case where $a = b$; Lemma 2.13 deals with the case where $a = 0$ and $b/n$ is bounded away from zero, and Lemma 2.14 deals with the case where $b = n$ and $a/n$ is bounded from above, away from $1/2$.

The idea of ‘passing to copies’ rests on the following. For $A \subset \mathcal{P}([n])$, we define $A_0 = \{S \in A : n \notin A\} \subset \mathcal{P}([n-1])$, $A_1 = \{S \setminus \{n\} : n \in S, S \in A\} \subset \mathcal{P}([n-1])$.

We observe that if $(F, G) \in \mathcal{P}(n, [a, b])$, then

(i) $(F_1, G_1) \in \mathcal{P}(n-1, [a-1, b-1])$;

(ii) $(F_0, G_0 \cup G_1) \in \mathcal{P}(n-1, [a, b])$;

(iii) $(F_1, G_0 \cap G_1) \in \mathcal{P}(n-1, [a-1, b])$.

The observations (i) and (ii) will enable us to achieve a density increment within $\mathcal{P}([n-1])$, while preserving the width of the interval of forbidden intersections; when this is not possible, the observation (iii) will enable us to widen the interval of forbidden intersections, while approximately preserving the density.

To keep track of the (correct) densities, for $m \in \mathbb{N}$ and for a family $A \subset \mathcal{P}([m])$, we write $\mu(A) = |A|/2^m$; in other words, $\mu = \mu_m$ denotes the uniform measure on $\mathcal{P}([m])$ (though we suppress $m$ from the notation, as it will be clear from the context).

The proof of Theorem 2.11 is accomplished by the following algorithm.

1. Set $m = n$, $a = \ell$, $b = \ell$, and fix $\delta = \delta(\eta) > 0$ a sufficiently small positive real number (with $\delta \leq 1/10$).

2. Check whether $a = 0$. If yes, terminate; if not, go to (3).

3. Check whether $b = m$. If yes, terminate; if not, go to (4).

4. Check whether $\mu(F_1)\mu(G_1) > (1+\delta)\mu(F)\mu(G)$. If yes, replace $F$ by $F_1$, replace $G$ by $G_1$, replace $a$ by $a-1$ and replace $b$ by $b-1$, and go to (8); if not, go to (5).

5. Choose $F_1$ or $G_1$ (say $F_1$) with $\mu(F_1) \leq \sqrt{1+\delta}\mu(F)$, and go to (6).
6. Check whether $\mu(F_0)\mu(G_0 \cup G_1) > (1 + \delta)\mu(G)\mu(F)$. If yes, replace $F$ with $F_0$ and $G$ by $G_0 \cup G_1$, and go to (8); if not, go to (7).

7. Replace $F$ by $F_1$, $G$ by $G_0 \cap G_1$ and $a$ by $a - 1$, and go to (8).

8. Replace $m$ by $m - 1$ and go to (2).

The key observation is that if at some iteration of (steps (2)-(8) of) the algorithm, we have a pair of families $(F, G) \in \mathcal{P}(m, [a, b])$ at the start of step (2), then by step (8), they have either been replaced by

$$\text{a pair of families } (F', G') \in \mathcal{P}(m - 1, [a, b]) \cup \mathcal{P}(m - 1, [a - 1, b - 1])$$

with $\mu(F')\mu(G') > (1 + \delta)\mu(F)\mu(G)$, \hspace{1cm} (2.4)

or by

$$\text{a pair of families } (F', G') \in \mathcal{P}(m - 1, [a - 1, b])$$

with $\mu(F')\mu(G') > (1 - \delta - 2\delta^2)\mu(F)\mu(G)$.

In the first case, we have a density increment; in the second case, we have widened the interval of forbidden intersections while approximately preserving the density. To prove this, observe that we have the required density increment unless we are directed (at step (6)) to go to step (7). In the latter case, just before applying step (7), we have (w.l.o.g.)

$$\mu(F_1) \leq \sqrt{1 + \delta} \mu(F), \quad \mu(F_0)\mu(G_0 \cup G_1) \leq (1 + \delta)\mu(F)\mu(G).$$

It is easy to check from these inequalities that $\mu(F_1)\mu(G_0 \cap G_1) \geq (1 - \delta - 2\delta^2)\mu(F)\mu(G)$. Indeed, write

$$\frac{\mu(F_1)}{\mu(F)} = 1 + y, \quad \frac{\mu(G_0 \cup G_1)}{\mu(G)} = 1 + x,$$

where $x, y \in \mathbb{R}$; note that $x \geq 0$. Since

$$\frac{\mu(F_0)}{\mu(F)} + \frac{\mu(F_1)}{\mu(F)} = 2,$$

we have $\mu(F_0)/\mu(F) = 1 - y$; since $\mu(G_0 \cap G_1) + \mu(G_0 \cup G_1) = 2\mu(G)$, we have

$$\mu(G_0 \cap G_1)/\mu(G) = 1 - x.$$

Suppose first that $y \leq 0$, i.e. that $\mu(F_1) \leq \mu(F)$. Since

$$(1 + x)(1 - y) + (1 - x)(1 + y) = 2 - 2xy \geq 2,$$

we then have

$$\frac{\mu(F_1)}{\mu(F)} \cdot \frac{\mu(G_0 \cap G_1)}{\mu(G)} = (1 - x)(1 + y) \geq 2 - (1 + x)(1 - y) = 2 - \frac{\mu(G_0 \cup G_1)}{\mu(G)} \cdot \frac{\mu(F_0)}{\mu(F)} = 2 - (1 + \delta) = 1 - \delta,$$
which suffices. Suppose now that \( y \geq 0 \). Then we have \( x, y \geq 0 \) with \( 1 + y \leq \sqrt{1 + \delta} \) and \( (1 + x)(1 - y) \leq 1 + \delta \), where \( \delta \leq 1/10 \); it is easy to check from this that

\[
(1 - x)(1 + y) \geq 1 - \delta - 2\delta^2,
\]

which again suffices, similarly to above.

We now examine what happens when the algorithm terminates. We let \( \alpha n \) be the number of steps at which (2.4) holds, and \( \beta n \) be the number of steps at which (2.5) holds. Suppose the algorithm terminates at \( m \in \mathbb{N} \), so that it runs for \( n - m \) steps; then

\[
n - m = (\alpha + \beta)n \tag{2.6}
\]

Let \( \mathcal{F}^* \) and \( \mathcal{G}^* \) be the families with which the algorithm terminates. We may assume that \( \mu(\mathcal{F})\mu(\mathcal{G}) \geq (1 - \delta^2)^n \), otherwise we are done; then

\[
1 \geq \mu(\mathcal{F}^*)\mu(\mathcal{G}^*) \geq (1 + \delta)^{\alpha n}(1 - \delta - 2\delta^2)^{\beta n}\mu(\mathcal{F})\mu(\mathcal{G}) \geq (1 + \delta)^{\alpha n}(1 - \delta - 2\delta^2)^{\beta n}(1 - \delta^2)^n.
\]

Taking logs and dividing by \( n \) yields

\[
\alpha \ln(1 + \delta) + \beta \ln(1 - \delta - 2\delta^2) + \ln(1 - \delta^2) \leq 0,
\]

which implies

\[
\alpha - \beta \leq 3\delta \tag{2.7}
\]

(using \( \delta \leq 1/10 \)). In other words, the number of density incrementing steps cannot be too much greater than the number of interval-widening steps.

First suppose the algorithm terminates with \( a = 0 \), so that \( |F \cap G| > b \) for all \( F \in \mathcal{F}^* \) and \( G \in \mathcal{G}^* \). Since the width of the interval of forbidden intersections increases by one at each step where (2.5) holds and remains the same at each step where (2.4) holds, we must have \( b = \beta n \). Since the algorithm starts with \( a = b = \ell \), and \( a \) decreases by at most one at each step, we must clearly have \( (\alpha + \beta)n \geq \ell \geq \eta n \), so \( \alpha + \beta \geq \eta \). Combining this fact with \( \alpha - \beta \leq 3\delta \) implies that

\[
\beta \geq \eta/2 - 3\delta/2.
\]

Hence, we have \( b \geq (\eta/2 - 3\delta/2)n \). Consider now the families

\[
\mathcal{F}^\dagger := \{ F \cup S : F \in \mathcal{F}^*, S \subset \{m + 1, \ldots, n\} \} \subset \mathcal{P}([n]),
\]

\[
\mathcal{G}^\dagger := \{ G \cup S : G \in \mathcal{G}^*, S \subset \{m + 1, \ldots, n\} \} \subset \mathcal{P}([n]).
\]

We clearly have \( |F \cap G| > b \) for all \( F \in \mathcal{F}^\dagger \) and \( G \in \mathcal{G}^\dagger \); further \( \mu(\mathcal{F}^\dagger) = \mu(\mathcal{F}^*) \) and \( \mu(\mathcal{G}^\dagger) = \mu(\mathcal{G}^*) \). We apply Lemma 2.13 to obtain

\[
\mu(\mathcal{F}^*)\mu(\mathcal{G}^*) = \mu(\mathcal{F}^\dagger)\mu(\mathcal{G}^\dagger) \leq 4^{(H_2(1/2 + \beta/2) - 1)n} \leq 4^{(H_2(1/2 + \eta/4 - 3\delta/4) - 1)n}.
\]

Very crudely, we have \( \beta \leq 1 \) and therefore

\[
\mu(\mathcal{F})\mu(\mathcal{G}) \leq \frac{\mu(\mathcal{F}^*)\mu(\mathcal{G}^*)}{(1 - \delta - 2\delta^2)^{\beta n}} \leq \frac{4^{(H_2(1/2 + \eta/4 - 3\delta/4) - 1)n}}{(1 - \delta - 2\delta^2)^{\beta n}} \leq (1 - \delta)^{2n},
\]
using the fact that
\[ 4^{(H_2(1/2 + \eta/4 - 3\eta/4) - 1)} \leq (1 - \delta - 2\delta^2)(1 - \delta)^2 \]
provided \( \delta \) is sufficiently small depending on \( \eta \) (consider the limits of both sides as \( \delta \to 0 \), for a fixed \( \eta > 0 \)).

The case where the algorithm terminates with \( b = m \) is dealt with similarly, except that Lemma 2.14 is applied instead of Lemma 2.13. We leave the details to the reader.

We remark that in [63], Keevash and Long show how to use the method of ‘dependent random choice’ to deduce Theorem 2.10 from Theorem 2.7, whose proof is purely algebraic. So there are now two very different proofs of Theorem 2.10.

2.5 Forbidding a matching

There is another natural way of weakening the intersection condition in the Erdős-Ko-Rado theorem: what happens if we demand that among any \( s + 1 \) sets (for some \( s \geq 2 \)), at least two must intersect? In other words, we forbid a matching of size \( s + 1 \). (A matching of size \( r \) consists of \( r \) pairwise disjoint sets.) For \( n, k, s \in \mathbb{N} \), we write \( m(n, k, s) := \max\{|\mathcal{F}| : \mathcal{F} \subset \binom{[n]}{k}, \mathcal{F} \text{ contains no matching of size } s + 1\} \).

Clearly, if \( n < k(s + 1) \), then no \( s + 1 \) \( k \)-element sets can be pairwise disjoint, so \( m(n, k, s) = \binom{n}{k} \) for all \( n < k(s + 1) \). However, for \( n > k(s + 1) \) the problem is non-trivial. Erdős conjectured the following [36].

**Conjecture 2.15 (Erdős Matching Conjecture, 1965)** If \( n, k, s \in \mathbb{N} \) with \( n \geq (s + 1)k \), then

\[
 m(n, k, s) = \max\left\{ \binom{n}{k} - \binom{n - s}{k}, \binom{k(s + 1) - 1}{k} \right\}.
\]

The Erdős Matching Conjecture says that one of the two families
\[
\{S \in \binom{[n]}{k} : S \cap [s] \neq \emptyset\}, \quad \binom{[k(s + 1) - 1]}{k}
\]
must ‘win’. It is easy to check that \( \binom{n}{k} - \binom{n - s}{k} > \binom{k(s + 1) - 1}{k} \) for all \( n \geq (k + 1)s \), i.e., the first of the two families above beats the second (in this range), so the Erdős Matching Conjecture implies that

\[
m(n, k, s) = \binom{n}{k} - \binom{n - s}{k} \tag{2.8}
\]

for all if \( n \geq (k + 1)s \). The bound (2.8) was verified by Erdős for all \( n \geq n_0(k, s) \), by Bollobás, Daykin and Erdős [12] for all \( n \geq 2k^3s \), by Hao, Loh and Sudakov [55] for all \( n \geq 3k^2s \), by Frankl [38] for all \( n \geq (2s + 1)k - s \), and by Frankl and Kupavskii [44] for all \( n \geq \frac{5}{3}ks - \frac{2}{3}s \) (provided \( s \geq s_0 \), where \( s_0 \) is an absolute constant).

On the other hand, when \( n = k(s + 1) \), a simple averaging argument shows that \( m(n, k, s) \leq \binom{k(s + 1) - 1}{k} \), so the second of the two families above ‘wins’. Frankl [41] recently proved that \( m(n, k, s) = \binom{k(s + 1) - 1}{k} \) for all \( k(s + 1) \leq n \leq (k + \epsilon)(s + 1) \), where \( \epsilon = \epsilon(k) > 0 \) for each \( k \). The general case remains open.
2.6 Covering by intersecting families: Lovász’ proof of Kneser’s conjecture, and a Boolean analogue.

Recall that if \( G = (V, E) \) is a graph, the chromatic number \( \chi(G) \) of \( G \) is the minimum integer \( k \) such that \( V(G) \) may be partitioned into \( k \) independent sets. In 1955, Kneser [67] made the following conjecture regarding the chromatic number of the Kneser graph \( K_{n,k} \).

**Conjecture 2.16 (Kneser, 1955)** For any \( k \leq n/2 \), \( \chi(K_{n,k}) = n - 2k + 2 \).

Kneser’s conjecture says that if \( k \leq n/2 \), then \( n - 2k + 2 \) intersecting families are required to cover \( \binom{n}{k} \); this may be achieved by taking the covering

\[
\left( \bigcup_{i=1}^{n-2k+1} \{ S \in \binom{[n]}{k} : i \in S \} \right) \cup \left( \binom{n-2k+2}{k}, \binom{n-2k+3}{k}, \ldots, n \right).
\]

Kneser’s conjecture was proved by Lovász [72] in 1977. His proof is one of the first examples of algebraic topology being used to resolve a problem in Extremal Combinatorics. Shortly afterwards, Bárany [6] gave a shorter proof, also topological, relying on the Borsuk-Ulam theorem.

An attractive variant of Kneser’s problem concerning the Boolean cube \( \{0, 1\}^n \), was recently posed (independently) by Alon and Long. For each \( 1 \leq t \leq n \), let us define \( G_{n,t} \) to be the graph with vertex-set \( \{0, 1\}^n \), where two vertices are joined by an edge if their Hamming distance is at least \( n - t \) (i.e., iff they agree on at most \( t \) coordinates). The problem is to find \( \chi(G_{n,t}) \). It is relatively easy to show from known results that for \( t \leq \sqrt{n} \), we have \( t + 2 \leq \chi(G_{n,t}) \leq O(t^2) \). (The upper bound may be proved using Spencer’s ‘Six standard deviations suffice’ theorem [84]; the lower bound follows from a topological argument very similar to Bárány’s proof of Kneser’s conjecture.) However, for \( t \leq \sqrt{n} \), it is unknown whether \( \chi(G_{n,t}) \) is linear or quadratic in \( t \).

3 The structure of ‘large’ intersecting families

Most of the questions we have considered up to now have simply asked for the maximum possible size of a family of mathematical objects that satisfies some property \( P \): this is the perhaps the most obvious question to ask, from the point of view of Extremal Combinatorics. Another natural class of questions asks for a description of the structure of ‘large’ families of objects satisfying a property \( P \). Here, ‘large’ does not necessarily mean ‘of the maximum possible size’: it can mean, for example, within a factor of \( 1 - \epsilon \) of the maximum possible size (for a sufficiently small \( \epsilon > 0 \)), or it can mean within a factor of \( c \) of the maximum possible size, for a fixed positive constant \( c > 0 \) (letting the size of the ground-set tend to infinity). Different notions of ‘large’ typically lead to structural results of different flavours. Sometimes, it so happens that ‘large’ families share some structural features of the extremal families (those of the maximum possible size): this phenomenon is sometimes known as ‘stability’. Sometimes, it happens that the structure of ‘large’ families can differ wildly from that of the extremal families: a phenomenon we may call ‘instability’.

One of the first ‘stability’ results in the area was obtained by Hilton and Milner [53] in 1967: this strengthens the Erdős-Ko-Rado theorem.
Theorem 3.1 (Hilton-Milner, 1967) Let $3 \leq k < n/2$, and let $\mathcal{F} \subset \binom{[n]}{k}$ be an intersecting family such that $\cap_{S \in \mathcal{F}} S = \emptyset$. Then

$$|\mathcal{F}| \leq \frac{n - 1}{k - 1} - \frac{n - k - 1}{k - 1} + 1. \quad (3.1)$$

If equality holds, then either (i) there exists $i \in [n]$ and $T \in \binom{[n]\setminus\{i\}}{k}$ such that

$$\mathcal{F} = \{T\} \cup \{S \in \binom{[n]}{k} : i \in S, S \cap T \neq \emptyset\},$$

or else (ii) $k = 3$ and there exists $Y \in \binom{[n]}{3}$ such that

$$\mathcal{F} = \{S \in \binom{[n]}{3} : |S \cap Y| \geq 2\}.$$

This is a beautiful and strong (in fact, exact) result. It says that a rather strong form of stability occurs: either an intersecting family $\mathcal{F}$ is intersecting for ‘trivial' reasons (viz., because there exists an element of $[n]$ contained in all of the members of $\mathcal{F}$), or else it has size significantly smaller than the maximum. We note that

$$\left(\frac{n - 1}{k - 1}\right) - \left(\frac{n - k - 1}{k - 1}\right) < k \left(\frac{n - 2}{k - 2}\right) = \frac{k(k - 1)(n - 1)}{n - 1},$$

as can be seen from a simple union bound (the extremal families of type (i) in the Hilton-Milner theorem, are contained within $\cup_{j \in T} \{S \in \binom{[n]}{k} : \{i, j\} \subset S\}$), and the right-hand side is $o((\frac{n - 1}{k - 1}))$ whenever $k = o(\sqrt{n})$. So whenever $k = o(\sqrt{n})$, the maximum possible size of a ‘non-trivially' intersecting family is an $o(1)$-fraction of the maximum possible size of an intersecting family, and the bound (3.1) is very strong. On the other hand, we have

$$\frac{\binom{n - k - 1}{k - 1}}{\binom{n - 1}{k - 1}} = \frac{n - k - 1}{n - 1} \cdot \frac{n - k - 2}{n - 2} \cdot \ldots \cdot \frac{n - 2k + 1}{n - k + 1} \leq \left(1 - \frac{k}{n - 1}\right)^{k-1} \leq e^{-k(k-1)/(n-1)},$$

which is $o(1)$ when $\sqrt{n} = o(k)$. So whenever $\sqrt{n} = o(k)$, the maximum possible size of a ‘non-trivially' intersecting family is within a $(1 - o(1))$-fraction of the maximum possible size of an intersecting family, and the bound (3.1) is not perhaps so strong.

We note that when $k$ is close to $n/2$, the Erdős-Ko-Rado theorem exhibits what we may call ‘instability'. Indeed, the Erdős-Ko-Rado theorem itself tells us that when $n = 2k + 1$, the unique extremal families are those consisting of all the $k$-element sets containing a fixed point, but the intersecting family

$$\mathcal{F} = \{S \subset [2k + 1] : |S \cap [k]| > k/2\}$$

has $|\mathcal{F}| = (1 - O(1/\sqrt{k}))\binom{n-1}{k-1}$, and yet is very far in structure from the extremal families.

It is natural to ask for structural information about intersecting families which have size below the bound (3.1), but which are still ‘large' to some extent. Such information is provided by a beautiful 1987 theorem of Frankl. To state it in full, we need some more definitions.
If $F \subset \mathcal{P}([n])$, we define $\deg(F) := \max_{j \in [n]} \{|F \cap j| : j \in F\}$ to be the maximum degree of $F$ (considering $F$ as a hypergraph). For $2 \leq k \leq n - 1$ and $3 \leq i \leq k + 1$, we define

$$G_i := \left\{ S \in \binom{[n]}{k} : 1 \in S \text{ and } S \cap \{2, 3, \ldots, i\} \neq \emptyset \right\}$$

$$\cup \left\{ S \in \binom{[n]}{k} : 1 \notin S \text{ and } \{2, 3, \ldots, i\} \subset S \right\}.$$

Clearly, each $G_i$ is an intersecting family.

**Theorem 3.2 (Frankl, 1987)** Let $n, k, i \in \mathbb{N}$ with $k < n/2$ and $3 \leq i \leq k + 1$. Let $F \subset \binom{[n]}{k}$ be an intersecting family with $\deg(F) \leq \deg(G_i)$. Then

$$|F| \leq |G_i|. \quad (3.2)$$

If equality holds in (3.2), then either $F$ is isomorphic to $G_i$ or else $i = 4$ and $F$ is isomorphic to $G_3$.

(Here, ‘isomorphic’ means ‘equal up to permutations of $[n]$’.) This theorem is clearly sharp, as is evidenced by the $G_i$ themselves. We note that $G_{k+1}$ is precisely an extremal family of type (i) in the Hilton-Milner theorem, so Frankl’s theorem strengthens the Hilton-Milner theorem. (Indeed, if $F \subset \binom{[n]}{k}$ is intersecting with $\cap_{F \in F} F \neq \emptyset$, then for any $i \in [n]$ there exists $S \in F$ such that $i \notin S$, and there are exactly $d(G_{k+1})$ elements of $\binom{[n]}{k}$ that intersect $F$ and contain $i$, so $\deg(F) \leq \deg(G_{k+1})$, and therefore by Frankl’s theorem, $|F| \leq |G_{k+1}|$.) However, unlike the Hilton-Milner theorem, Frankl’s theorem also provides structural information when $|F| \geq c(n-1)$ and $\sqrt{n} = o(k)$ (provided $c \geq 3k/n$). For example, the $i = 3$ case of Frankl’s theorem implies that if $F \subset \binom{[n]}{k}$ is intersecting with $|F| = 3\binom{n-2}{k-2} - \binom{n-3}{k-3}$, then $\deg(F) \geq 2\binom{n-2}{k-2} - \binom{n-3}{k-3}$, so at least (roughly) two-thirds of the members of $F$, contain some fixed $i \in [n]$.

Frankl’s proof of Theorem 3.2 is very elegant, and purely combinatorial, relying on $ij$-compressions, and also using the Kruskal-Katona theorem.

It is natural to ask similar questions about $t$-intersecting families. The following theorem of Ahlswede and Khachatrian [3] gives an exact analogue of the Hilton-Milner theorem, for $t$-intersecting families.

**Theorem 3.3 (Ahlswede-Khachatrian, 1996)** Let $n > (t + 1)(k - t + 1)$, and let $F \subset \binom{[n]}{k}$ be $t$-intersecting with $|\cap_{F \in F} F| < t$. If $k \leq 2t + 1$, then

$$|F| \leq |F_1|, \quad (3.3)$$

where

$$F_1 := \left\{ S \in \binom{[n]}{k} : |S \cap [t+2]| \geq t + 1 \right\},$$

and equality holds in (3.3) only if $F$ is isomorphic to $F_1$. If $k > 2t + 1$, then

$$|F| \leq \max\{|F_1|, |\mathcal{H}|\}. \quad (3.4)$$
where
\[ \mathcal{H} = \{ S \in \binom{[n]}{k} : \{ t \} \subseteq S, S \cap \{ t + 1, \ldots, k + 1 \} \neq \emptyset \} \cup \{ [k + 1] \setminus \{ i \} : i \in \{ t \} \}, \]
and equality holds in (3.4) only if \( \mathcal{F} \) is isomorphic to \( \mathcal{F}_1 \) or to \( \mathcal{H} \).

The proof of Theorem 3.3 uses the same methods as that of Ahlswede and Khachatryan’s ‘Complete Intersection Theorem’, discussed earlier.

Interestingly, an exact analogue, for \( t \)-intersecting families, of Frankl’s theorem (Theorem 3.2), is not known. However, a number of ‘approximate’ structure theorems exist. Interestingly, several of these results use (in their proofs), techniques from the analysis of Boolean functions.

Note that the family \( \mathcal{H} \) in Theorem 3.3 satisfies
\[ |\mathcal{H}| = \binom{n-t}{k-t} - \binom{n-k-1}{k-t} + t, \]
and
\[ \frac{\binom{n-k-1}{k-t}}{\binom{n-k-1}{k-t}} \leq \left( 1 - \frac{k - t + 1}{n - t} \right)^{k-1} \leq \exp(-(k - t + 1)(k - 1)/(n - t)), \]
which is \( o(1) \) (as \( n \to \infty \)) if \( k > 2t + 1 \) and \( \sqrt{n} = o(k) \). Hence, for \( k > 2t + 1 \) and \( \sqrt{n} = o(k) \), we have \( |\mathcal{H}| = (1 - o_{n \to \infty}(1))\binom{n-t}{k-t} \), so in this case (and in particular, in the case where \( k = \Theta(n) \)), Theorem 3.3 only yields structural information about \( t \)-intersecting families with size within a \( (1 - o(1)) \)-factor of the maximum possible size.

The following theorem of Friedgut [49] was the first structural result concerning \( t \)-intersecting families of size a constant fraction of the maximum possible size, for \( t > 1 \) and \( k = \Theta(n) \).

**Theorem 3.4 (Friedgut, 2008)** For any \( t \in \mathbb{N} \) and \( \eta > 0 \), there exists \( C = C(t, \eta) > 0 \) such that the following holds. Let \( \eta n < k < (1/(t + 1) - \eta)n \) and let \( \epsilon \geq \sqrt{(\log n)/n} \). If \( \mathcal{F} \subset \binom{[n]}{k} \) is a \( t \)-intersecting family with \( |\mathcal{F}| \geq (1 - \epsilon)\binom{n-t}{k-t} \), then there exists \( B \in \binom{[n]}{t} \) such that
\[ |\{ F \in \mathcal{F} : B \not\subset F \}| \leq C\epsilon \binom{n-t}{k-t}. \]

We proceed to sketch the proof. One key idea of Friedgut’s proof is to work with the \( p \)-biased measure on \( \mathcal{P}([n]) \), where \( p \approx k/n \), rather than the uniform (counting) measure on \( \binom{[n]}{k} \), and then translate results from the former setting to the latter. This strategy makes sense, as the \( p \)-biased measure on \( \mathcal{P}([n]) \) has nicer analytic and algebraic properties than the uniform measure on \( \binom{[n]}{k} \).

The \( p \)-biased measure \( \mu_p \) on \( \mathcal{P}([n]) \) is defined as follows: for \( S \subset [n] \), we define
\[ \mu_p(S) = p^{|S|}(1 - p)^{n-|S|}, \]
and for a family $\mathcal{F} \subset \mathcal{P}([n])$, we define

$$
\mu_p(\mathcal{F}) = \sum_{S \in \mathcal{F}} \mu_p(\{S\}).
$$

Hence, $\mu_p(\mathcal{F})$ is the probability that if a subset $S \subset [n]$ is chosen at random, by placing each point of $[n]$ in $S$ independently with probability $p$, then the resulting set $S$ lies in $\mathcal{F}$.

For a family $\mathcal{F} \subset \mathcal{P}([n])$, we define $\mathcal{F}^\uparrow$ to be its up-closure, i.e., $\mathcal{F}^\uparrow := \{T \subset [n] : S \subset T \text{ for some } S \in \mathcal{F}\}$. The following lemma (proved in a slightly different form, by Friedgut in [49]) states that if $p$ is a little larger than $k/n$, and $\mathcal{F} \subset \binom{[n]}{k}$, then $\mu_p(\mathcal{F}^\uparrow)$ cannot be much smaller than $|\mathcal{F}|/\binom{n}{k}$.

**Lemma 3.5** Let $n, k \in \mathbb{N}$ and suppose that $0 < p, \phi < 1$ satisfy

$$
p \geq k/n + \sqrt{2n \log(1/\phi)}/n.
$$

Then for any family $\mathcal{F} \subset \binom{[n]}{k}$, we have

$$
\mu_p(\mathcal{F}^\uparrow) > (1 - \phi) \frac{|\mathcal{F}|}{\binom{n}{k}}.
$$

We provide a proof, for completeness. The proof rests on the Local LYM inequality. For any family $\mathcal{A} \subset \binom{[n]}{k}$, we write

$$
\partial^+ \mathcal{A} := \{S \in \binom{[n]}{k+1} : S \supset T \text{ for some } T \in \mathcal{A}\}
$$

for the upper shadow of $\mathcal{A}$, and

$$
\partial^{+(j)}(\mathcal{A}) := \{S \in \binom{[n]}{k+j} : S \supset T \text{ for some } T \in \mathcal{A}\} = \partial^+ (\partial^{+(j-1)} \mathcal{A})
$$

for its $j$th iterate (for each $j \in \mathbb{N}$ with $j \leq n - k$). The Local LYM inequality (see e.g. [11], §3) states that for any integers $1 \leq k < n$ and any family $\mathcal{A} \subset \binom{[n]}{k}$, we have

$$
\frac{|\partial^+ \mathcal{A}|}{\binom{n}{k+1}} \geq \frac{|\mathcal{A}|}{\binom{n}{k}}.
$$

Iterating the local LYM inequality yields

$$
\frac{|\partial^{+(j)} \mathcal{A}|}{\binom{n}{k+j}} \geq \frac{|\mathcal{A}|}{\binom{n}{k}}
$$

for all $j \leq n - k$.

**Proof** (of Lemma 3.5.) Let $\mathcal{F} \subset \binom{[n]}{k}$, let $\delta := |\mathcal{F}|/\binom{n}{k}$ and let $X \sim \text{Bin}(n, p)$. We will use the Chernoff bound

$$
\text{Prob}(X < (1 - \eta)np) < \exp(-\eta^2 np/2) \quad \forall \eta > 0.
$$
Observe that (3.5) implies
\[\frac{|\mathcal{F}^\uparrow \cap \binom{n}{l}|}{\binom{n}{l}} \geq \frac{|\mathcal{F}|}{\binom{n}{k}} = \delta \quad \forall k \leq l \leq n.\]

Hence,
\[
\mu_p(\mathcal{F}^\uparrow) = \sum_{l=k}^{n} p^l (1-p)^{n-l} \frac{|\mathcal{F}^\uparrow \cap \binom{n}{l}|}{\binom{n}{l}} \\
\geq \sum_{l=k}^{n} p^l (1-p)^{n-l} \binom{n}{l} \delta \\
= \text{Prob}(X \geq k) \cdot \delta \\
> (1 - \phi) \cdot \delta,
\]
where the last inequality above follows from setting \(k = (1 - \eta)np\) and using the Chernoff bound above.

Friedgut’s next step is to prove the following via a spectral method.

**Lemma 3.6** If \(\mathcal{F} \subset \mathcal{P}(\binom{n}{t})\) is \(t\)-intersecting and \(0 < p < 1/(t+1)\), then \(\mu_p(\mathcal{F}) \leq p^t\), and equality holds if and only if there exists \(B \in \binom{n}{t}\) such that \(\mathcal{F} = \{S \subset [n] : S \supset B\}\). Moreover, if \(\mu_p(\mathcal{F}) \geq (1 - \epsilon)p^t\) then there exists \(B \in \binom{n}{t}\) such that \(\mu_p(\mathcal{F} \Delta \{S \subset [n] : S \supset B\}) = O_p(\epsilon)\).

For brevity, we will sometimes refer to families of the form \(\{S \subset [n] : S \supset B\}\) (for \(B \in \binom{n}{t}\)) as the \(t\)-unvirirates; note that we previously used this term for their \(k\)-uniform analogues, i.e. families of the form \(\{S \in \binom{n}{k} : S \supset B\}\) (for \(B \in \binom{n}{k}\)).

The first part of Lemma 3.6 was already known; indeed, it follows easily from Ahlswede and Khachatrian’s Complete Intersection Theorem (see Section 2), as was observed by Dinur and Safra [19]. However, the second (stability) part was new. Friedgut’s spectral proof yields stability, whereas the Ahlswede-Khachatrian machinery does not seem to do so.

Friedgut’s spectral proof of Lemma 3.6 relies on some deep machinery from the Analysis of Boolean Functions, together with the following generalisation of Theorem 2.3. Let \(G = (V, E)\) be a finite graph, and let \(\mu\) be a probability measure on \(V(G)\). We say that a matrix \(M \in \mathbb{R}^{V(G) \times V(G)}\) is a pseudoadjacency matrix of \(G\) with respect to the measure \(\mu\) if \(M_{x,y} = 0\) whenever \(xy \notin E(G)\), \(M\) has all its row-sums equal and positive, and \(M\) is symmetric with respect to the inner product on \(\mathbb{R}^{V(G)}\) induced by \(\mu\), i.e., the inner product
\[\langle u, v \rangle := \sum_{x \in V(G)} \mu(x)u(x)v(x) \quad \forall u, v \in \mathbb{R}^{V(G)}.\]

The symmetry condition means that \(\langle Mu, v \rangle = \langle u, Mv \rangle\) for all \(u, v \in \mathbb{R}^{V(G)}\), or equivalently, that
\[\mu(x)M_{x,y} = \mu(y)M_{y,x} \quad \forall x, y \in V(G).\]

It is easy to see that the proof of Hoffman’s bound (Theorem 1.5) generalises to imply the following ‘measure-theoretic’ version.
**Theorem 3.7** Let $G = (V, E)$ be a finite graph, let $\mu$ be a probability measure on $V(G)$, and let $M$ be a pseudoadjacency matrix of $G$ with respect to $\mu$. Let $\lambda_1$ be the eigenvalue of $M$ corresponding to the eigenvector $f := (1, 1, \ldots, 1)$, and let $\lambda_{\min}$ be the minimum (i.e., the 'most negative') eigenvalue of $M$. Let $S \subset V(G)$ be an independent set of vertices of $G$. Then

$$\mu(S) \leq \frac{-\lambda_{\min}}{\lambda_1 - \lambda_{\min}}.$$  

Equality holds only if

$$1_S - \frac{|S|}{|V(G)|}(1, 1, \ldots, 1)$$

is a $\lambda_{\min}$-eigenvector of $M$, where $1_S$ denotes the indicator vector of $S$.

Let $K(n, <t)$ denote the graph with vertex-set $\mathcal{P}([n])$, where two sets are joined by an edge if their intersection has size less than $t$. Friedgut’s strategy is essentially to construct a pseudoadjacency matrix of $K(n, <t)$ with respect to the measure $\mu_p$, which has appropriate maximum and minimum eigenvalues so that applying Theorem 3.7 to it, implies the upper bound in Lemma 3.6. Friedgut explains how one is naturally led to this construction (we do not repeat his explanation, due to lack of space). The psuedoadjacency matrix constructed by Friedgut has the $p$-biased characters of $\mathcal{P}([n])$ as an orthonormal basis of eigenvectors (orthonormal, that is, with respect to the inner product induced by $\mu_p$). The $p$-biased characters of $\mathcal{P}([n])$ are the functions $\{\chi_S^{(p)} : S \subset [n]\}$ defined by

$$\chi_S^{(p)} : \mathcal{P}([n]) \to \mathbb{R}; \quad \chi_S^{(p)}(A) = \left(-\sqrt{(1-p)/p}\right)^{|S\cap A|} \left(\sqrt{p/(1-p)}\right)^{|S| - |S\cap A|} \quad \forall A \subset [n].$$

The term ‘character’ is a slight abuse of terminology, since these are only characters of a group in the case $p = 1/2$ (where they are characters of $\mathbb{Z}_2^n$, under the natural identification of $\mathbb{Z}_2^n$ with $\mathcal{P}([n])$, but they share some of the useful (for us) properties of the ‘genuine’ characters $\chi_S^{(1/2)}$. Specifically, they are the unique set of functions (up to changes of sign) that form an orthonormal basis of $\mathbb{R}[\mathcal{P}([n])]$ with respect to $\mu_p$, such that for all $S \subset [n]$, $\chi_S$ depends only upon the coordinates in $S$. As such, they are of crucial importance in the Analysis of Boolean Functions, an important (and rapidly growing) field connecting Combinatorics, Discrete Analysis and Theoretical Computer Science. The reader is referred to [80] for more background on the $p$-biased characters, and their importance.

Since the $p$-biased characters form a basis of $\mathbb{R}[\mathcal{P}([n])]$, any function $f : \mathcal{P}([n]) \to \mathbb{R}$ has a unique expression in the form

$$f = \sum_{S \subset [n]} \alpha_S^{(p)} \chi_S^{(p)};$$

this is known as the $p$-biased Fourier expansion of $f$. We write

$$W_r^{(p)}(f) := \sum_{S \subset [n]: |S| > r} (\alpha_S^{(p)})^2,$$

this quantity can be viewed as the ‘Fourier weight’ of the function $f$ on ‘high frequencies’ (i.e., on the characters corresponding to sets of size greater than $r$).
An examination of (1.2), together with the eigenvalues of the matrix constructed by Friedgut, shows that a $t$-intersecting family $\mathcal{F} \subset \mathcal{P}([n])$ with $\mu_p(\mathcal{F}) \geq (1 - \epsilon)p^t$, has characteristic function $1_\mathcal{F}$ satisfying $W_{\geq t}(1_\mathcal{F}) = O_p(\epsilon)$. The next step is to apply the following deep theorem of Kindler and Safra [65], with $f = 1_\mathcal{F}$.

**Theorem 3.8 (Kindler-Safra, 2003)** For $0 < p < 1$ and $t \in \mathbb{N}$, there exist $C = C(p, t) > 0$ and $K = K(p, t) > 0$ such that the following holds. Let $\delta > 0$, and let $f : \mathcal{P}([n]) \to \{0, 1\}$ such that $W_{\geq t}(f) < \delta$. Then there exists a $K$-junta $g : \mathcal{P}([n]) \to \{0, 1\}$ such that $\|f - g\|_2^2 < C\delta$. (Here, $\|\cdot\|_2$ is the norm induced by the $\mu_p$-inner product.)

Here, a Boolean function $g : \mathcal{P}([n]) \to \{0, 1\}$ is said to be a $K$-junta if $\{S \subset [n] : g(S) = 1\}$ is a $K$-junta, or equivalently, identifying $\mathcal{P}([n])$ with $\{0, 1\}^n$, $g$ is a $K$-junta if it depends upon at most $K$ coordinates. Theorem 3.8 says that a Boolean function whose Fourier weight is concentrated on low frequencies, is close (in $L^2$-norm) to a Boolean junta. Friedgut shows that, in fact, the Boolean function $g$ that arises when Theorem 3.8 is applied to $1_\mathcal{F}$, is of the form $A \mapsto 1_{B \subset A}$, for some $B \in \binom{[n]}{t}$. This implies the conclusion of Lemma 3.6.

It is not too hard to deduce Theorem 3.4 from Lemmas 3.5 and 3.6; we omit the details.

In [30], Keller, Lifshitz and the author obtain the following.

**Theorem 3.9 (E.-Keller-Lifshitz, 2019)** For any $t \in \mathbb{N}$ and $\eta > 0$, there exists $\delta_0 = \delta_0(\eta, t) > 0$ such that the following holds. Let $n, k \in \mathbb{N}$ with $k \leq \left(\frac{1}{t+1} - \eta\right)n$, and let $d \in \mathbb{N}$. Let $\mathcal{F} \subset \binom{[n]}{k}$ be a $t$-intersecting family with

$$|\mathcal{F}| > \max\left\{\binom{n - t}{k - t}(1 - \delta_0), \binom{n - t}{k - t} - \binom{n - t - d}{k - t} + (2^t - 1)\binom{n - t - d}{k - t - d + 1}\right\}.$$  

(3.6)

Then there exists a set $B \in \binom{[n]}{t}$ such that

$$|\mathcal{F} \setminus \{S \subset [n] : S \supset B\}| \leq (2^t - 1)\binom{n - t - d}{k - t - d + 1}.  \quad (3.7)$$

Theorem 3.9 improves significantly over Theorem 3.4. As well as applying for smaller $k$, it implies the following in the case where $k = \Theta(n)$.

**Corollary 3.10** Let $n, k, t \in \mathbb{N}$ with $\eta n \leq k \leq \left(\frac{1}{t+1} - \eta\right)n$, $\epsilon > 0$, and let $\mathcal{F} \subset \binom{[n]}{k}$ be a $t$-intersecting family with

$$|\mathcal{F}| \geq (1 - \epsilon)\binom{n - t}{k - t}.$$  

Then there exists a set $B \in \binom{[n]}{t}$ such that

$$|\mathcal{F} \setminus \{S \subset [n] : S \supset B\}| = O_{t, \eta}(\epsilon^{\log_2(1 - \epsilon)(k/n)})\binom{n - t}{k - t}.  \quad (3.10)$$
The \( \epsilon \)-dependence in Corollary 3.10 is tight up to a constant factor depending upon \( t \) and \( \eta \) alone. Moreover, for \( d \) sufficiently large (as function of \( t \) and \( \eta \)), Theorem 3.9 is tight (even for \( k = o(n) \)), up to replacing \( 2^t - 1 \) with \( t \) in the inequalities (3.6) and (3.7), as evidenced by the families \((\mathcal{F}_{t,s})_{t,s \in \mathbb{N}}\), defined by

\[
\mathcal{F}_{t,s} := \left\{ A \in \binom{[n]}{k} : [t] \subset A, \{t+1, \ldots, t+s\} \cap A \neq \emptyset \right\} \\
\cup \left\{ A \in \binom{[n]}{k} : |[t] \cap A| = t-1, \{t+1, \ldots, t+s\} \subset A \right\}.
\]

In fact, in [30], we present a general strategy for proving ‘stability’ versions of extremal theorems, where the following conditions hold. Suppose \( \mathcal{P} \) is a property of subsets of \( \mathcal{P}([n]) \) that is preserved under taking the up-closure: meaning, if \( \mathcal{F} \subset \mathcal{P}([n]) \) has the property \( \mathcal{P} \), then so does \( \mathcal{F}^\uparrow \). (For example, the property \( \mathcal{P} \) could be that of being \( t \)-intersecting, for some \( t \in \mathbb{N} \).) Suppose there exists \( p_0 \in (0,1) \) such that

\[
\max \{ \mu_{p_0}(\mathcal{F}) : \mathcal{F} \subset \mathcal{P}([n]), \ \mathcal{F} \ has \ the \ property \ \mathcal{P} \}
\]
is attained by \( t \)-unvirates for some \( t \in \mathbb{N} \), i.e., by families of the form \( \{S \subset [n] : S \supset B\} \) for \( B \in \binom{[n]}{t} \), so that

\[
\max \{ \mu_{p_0}(\mathcal{F}) : \mathcal{F} \subset \mathcal{P}([n]), \ \mathcal{F} \ has \ the \ property \ \mathcal{P} \} = p_0^t.
\]

Then we are able to show not only that for all \( p < p_0 \),

\[
\max \{ \mu_p(\mathcal{F}) : \mathcal{F} \subset \mathcal{P}([n]), \ \mathcal{F} \ has \ the \ property \ \mathcal{P} \} = p^t
\]

(a statement that was already known; see e.g. [52] Theorem 2.38), but also that if \( \epsilon > 0 \) and \( p < p_0 \) is bounded away from \( p_0 \), then families \( \mathcal{F} \subset \mathcal{P}([n]) \) with the property \( \mathcal{P} \) and with \( \mu_p(\mathcal{F}) \geq (1-\epsilon)p^t \), are close in structure (with the closeness depending on \( \epsilon \)) to a \( t \)-unvirate.

Our proof-strategy is based on isoperimetric inequalities for the hypercube (the graph with vertex-set \( \{0,1\}^n \), where two 0-1 vectors are joined by an edge if they differ in just one coordinate); unlike the proof of Friedgut’s theorem, our proof does not use Fourier analysis. We proceed as follows. Given an up-set \( \mathcal{F} \subset \mathcal{P}([n]) \), we view it as a subset of the hypercube \( \{0,1\}^n \), and we compare the measures \( \mu_p(\mathcal{F}) \) for different values of \( p \). A well-known lemma of Russo [83] states that the function \( f : p \mapsto \mu_p(\mathcal{F}) \) satisfies \( \frac{df}{dp} = \mu_p(\partial \mathcal{F}) \), where \( \partial \mathcal{F} \) denotes the edge boundary of \( \mathcal{F} \). (If \( S \subset \{0,1\}^n \), the edge boundary \( \partial S \) of \( S \) is defined to be the set of edges of the hypercube that join an element of \( S \) to an element of \( \{0,1\}^n \ \backslash \ S \). We define \( \mu_p(xy) := \mu_p(x) + \mu_p(y) \), for any hypercube edge \( xy \).) Our assumptions on \( \mathcal{F} \) supply us with two values \( p_1 < p_0 \) such that \( \mu_{p_0}(\mathcal{F}) \) is not much larger than \( \mu_{p_1}(\mathcal{F}) \). By applying the Mean Value theorem to the function \( f \), it follows that there exists \( p_2 \in (p_1, p_0) \) such that the edge boundary of \( \mathcal{F} \) is small with respect to \( \mu_{p_2} \), i.e.,

\[
\mu_{p_2}(\partial \mathcal{F}) \leq \mu_p(\mathcal{F}) \log_p(\mu_p(\mathcal{F})),
\]

On the other hand, the biased version of the edge-isoperimetric inequality on the hypercube asserts that for any \( p \in (0,1) \) and any up-set \( \mathcal{F} \subset \mathcal{P}([n]) \), we have
the minimum being attained (for any \( p \)) only by sets of the form \( \{ S \subset [n] : S \supset B \} \).

Moreover, the following stability version of this isoperimetric inequality (due to the author, Keller and Lifshitz [28]) implies that if \( \mu_p(\partial \mathcal{F}) \) is small, then \( \mathcal{F} \) is close to a set of the form \( \{ S \subset [n] : S \supset B \} \) (with respect to \( \mu_p \)):

**Theorem 3.11 (E.-Keller-Lifshitz, 2019)** For any \( \eta > 0 \), there exist \( C_1 = C_1(\eta) \), \( c_0 = c_0(\eta) > 0 \) such that the following holds. Let \( 0 < p \leq 1 - \eta \), and let \( \epsilon \leq c_0 / \ln(1/p) \). Let \( \mathcal{F} \subset \mathcal{P}([n]) \) be an up-set such that

\[
p\mu_p(\partial \mathcal{F}) \leq \mu_p(\mathcal{F}) (\log \mu_p(\mathcal{F}) + \epsilon) .
\]

Then there exists \( B \subset [n] \) such that

\[
\mu_p(\mathcal{F} \Delta \{ S \subset [n] : S \supset B \}) \leq C_1 \frac{\epsilon \ln(1/p)}{\ln(1/\epsilon \ln(1/p))} \mu_p(\mathcal{F}). \tag{3.8}
\]

Our proof of Theorem 3.11 is purely combinatorial, though rather intricate. Applying Theorem 3.11 with \( p = p_2 \), where \( p_2 \) is obtained from the argument in the preceding paragraph, we see that the original up-set \( \mathcal{F} \) is close to a \( t \)-umvirate with respect to \( \mu_{p_2} \). A monotonicity argument then implies that \( \mathcal{F} \) is close to the same \( t \)-umvirate with respect to \( \mu_{p_1} \).

The argument sketched above yields a stability result in the biased-measure setting. By applying an argument analogous to Friedgut’s (based on Lemma 3.5), we can obtain from this a stability result for uniform families, i.e., subsets of \( \binom{[n]}{k} \) for \( k/n \) bounded away from \( p_0 \) (from above).

4 Imposing extra structure on the ground set

The problems we have considered so far are intersection problems about ‘unstructured’ ground-sets. (Though we often used the ground-set \( [n] = \{1, 2, \ldots, n\} \), for notational convenience, any \( n \)-element set would have sufficed.) It is natural to ask what happens in an intersection problem when we impose some extra structure on the ground-set.

One of the most natural structures to impose is the additive structure of the integers. This leads to several attractive problems, some solved and some still open.

As usual, we let \( \mathbb{Z}_n \) denote the cyclic group of the integers modulo \( n \), under addition. For a set \( B \subset \mathbb{Z}_n \), we say a family \( \mathcal{F} \subset \mathcal{P}(\mathbb{Z}_n) \) is \( B \)-translate-intersecting if for any two sets \( S, T \in \mathcal{F} \), there exists \( x \in \mathbb{Z}_n \) such that \( B + x \subset S \cap T \), i.e., \( S \) and \( T \) intersect on a (cyclic) translate of \( B \). For \( n \in \mathbb{N} \) and \( B \subset \mathbb{Z}_n \), we let \( m_n(B) \) denote the maximum possible size of a \( B \)-translate-intersecting family of subsets of \( \mathbb{Z}_n \). Chung, Frankl, Graham and Shearer [17] made the following.

**Conjecture 4.1 (Chung, Frankl, Graham and Shearer, 1986)** For any \( n \in \mathbb{N} \) and any \( B \subset \mathbb{Z}_n \), \( m_n(B) = 2^n - |B| \).

Conjecture 4.1 says that one cannot do better than to take the ‘trivial’ family

\[
\mathcal{F} = \{ S \subset \mathbb{Z}_n : B \subset S \};
\]
in other words, the Erdős-Ko-Rado property holds for this problem. Chung, Frankl, Graham and Shearer prove this in the case of $B$ a (cyclic) interval. Their proof-method relies on the following observation. If $B \subseteq \mathbb{Z}_n$, we say a family $F \subseteq \mathcal{P}(\mathbb{Z}_n)$ is $B$-translate-agreeing if for any $S, T \in F$, there exists $x \in \mathbb{Z}_n$ such that $(S \Delta T) \cap (B + x) = \emptyset$, i.e., the sets $S$ and $T$ have exactly the same intersection with the set $B + x$. Chung, Frankl, Graham and Shearer observed that the maximum possible size of a $B$-translate-agreeing family of subsets of $\mathbb{Z}_n$ is the same as the maximum possible size of a $B$-translate-intersecting family of subsets of $\mathbb{Z}_n$. Since the relation of $S$ and $T$ being ‘$B$-translate-agreeing’ is preserved when we apply the same translation to $S$ and $T$, this observation opens up the possibility that a partitioning proof will work, and this is indeed the case. The original partitioning proof of Chung, Frankl, Graham and Shearer was somewhat indirect, but Russell [82] more recently gave a direct partitioning proof. Viz., Russell proves directly that for any interval $B \subseteq \mathbb{Z}_n$, we may partition $\mathcal{P}(\mathbb{Z}_n)$ into $2^n - |B|$ parts such that no two distinct sets in the same part agree on any (cyclic) translate of the interval $B$. Since any $B$-translate-intersecting family can contain at most one set in each part, this immediately implies Conjecture 4.1 in the case where $B$ is an interval.

The general case of Conjecture 4.1 remains open.

A different notion was considered by Simonovits and Sós in 1976. For $k \in \mathbb{N}$ with $k \geq 3$, we say a family $F \subseteq \mathcal{P}([n])$ is $k$-AP-intersecting if for any $S, T \in F$, there exists a $k$-term arithmetic progression $P$ with nonzero common difference, such that $P \subseteq S \cap T$. Simonovits and Sós conjectured the following.

**Conjecture 4.2 (Simonovits-Sós, 1976)** If $F \subseteq \mathcal{P}([n])$ is 3-AP-intersecting, then $|F| \leq 2^{n-3}$.

This conjecture is completely open; indeed, somewhat embarrassingly, no upper bound of the form $(1/2 - c) \cdot 2^n$ (for $c$ a positive absolute constant) is yet known, as far as we are aware. (Note that an upper bound of $2^{n-1}$ is trivial, as a 3-AP-intersecting family is certainly 1-intersecting.) Needless to say, the analogous problem for $k$-AP-intersecting families (for $k > 3$) is also completely open.

Another natural structure to impose on the ground set is a graph structure, viz., the edge-set of the complete graph. A family of labelled graphs with vertex-set $[n]$ is naturally identified with a subset of $\mathcal{P}(\binom{[n]}{2})$ (by identifying a labelled graph with its edge-set, which is a subset of $\binom{[n]}{2}$). If $H$ is a fixed, unlabelled graph, we say a family $F$ of labelled graphs with the (common) vertex-set $[n]$ is $H$-intersecting if any two of the graphs in $F$ share a copy of $H$. For example, a family $F$ of labelled graphs on a common vertex-set is triangle-intersecting if any two graphs in $F$ share some triangle. Simonovits and Sós made the following conjecture in 1976.

**Conjecture 4.3 (Simonovits-Sós, 1976)** If $F \subseteq \mathcal{P}(\binom{[n]}{2})$ is a triangle-intersecting family of labelled graphs on the vertex-set $[n]$, then $|F| \leq 2^{\binom{n}{2}-3}$.

Conjecture 4.3 says that one cannot do better than to take all graphs containing a fixed triangle.

We note that a triangle-intersecting family of graphs is clearly intersecting (meaning that any two graphs in the family share some edge), so the upper bound of
|\mathcal{F}| \leq 2^{\binom{n}{2} - 1} is trivial. The first improvement on this was due to Chung, Frankl, Graham and Shearer [17], who used Shearer’s Entropy Lemma to obtain an upper bound of |\mathcal{F}| \leq 2^{\binom{n}{2} - 2}: ‘halfway’ between the trivial bound and the conjectured bound. We sketch the proof. Shearer’s entropy lemma can be (re-)stated as follows.

**Lemma 4.4 (Shearer’s Lemma, restatement)** Let X = (X_1, \ldots, X_N) be a random vector. Let S \subseteq [N] be a random subset with \Pr[i \in S] \geq p for all i \in [N]. Then

\[ p \cdot H[X] \leq \mathbb{E}_S H[X_S], \]

where X_S := (X_i)_{i \in S}, and H[Y] denotes the entropy of the random variable Y.

We apply Lemma 4.4 with N = \binom{n}{2}. We fix an ordering of the edges of K_n and we let X = (X_1, \ldots, X_{\binom{n}{2}}) be the indicator vector of the edge-set of a uniform random graph in the triangle-intersecting family \mathcal{F} (using this ordering). Then H[X] = \log_2(|\mathcal{F}|). We now take S to be a random set of the form \binom{\binom{T}{2}}{\frac{T}{2}} \cup \binom{\binom{n}{2} \setminus T}{\frac{n}{2} - \frac{T}{2}}}, where T \subseteq [n] is chosen uniformly at random. Clearly, any edge of K_n has probability exactly 1/2 of appearing in the random set S. We note that for any set S of the form \binom{\binom{T}{2}}{\frac{T}{2}} \cup \binom{\binom{n}{2} \setminus T}{\frac{n}{2} - \frac{T}{2}}}, the vector X_S is the indicator vector of the ‘projected’ family \{F \cap \binom{\binom{T}{2}}{\frac{T}{2}} \cup \binom{\binom{n}{2} \setminus T}{\frac{n}{2} - \frac{T}{2}}) : F \in \mathcal{F}\}, which is an intersecting family and therefore has size at most \binom{\binom{T}{2}}{\frac{T}{2}} + \binom{\binom{n}{2} \setminus T}{\frac{n}{2} - \frac{T}{2}} - 1 = 2^{|T|} - 1; therefore H(X_S) \leq \log_2(2^{|T|} - 1) = |S| - 1. Applying Lemma 4.4, we obtain

\[ \frac{1}{2} \cdot \log_2(|\mathcal{F}|) \leq \mathbb{E}_S [|S| - 1] = \binom{n}{2}/2 - 1, \]

so rearranging, |\mathcal{F}| \leq 2^{\binom{n}{2} - 2}, as required.

In 2012, Filmus, Friedgut and the author [25] proved Conjecture 4.3 using a spectral method. We use the ‘generalised harmonic analysis’ approach, outlined in the Introduction. Consider the graph G = G_n whose vertex-set is \mathcal{P}(\binom{[n]}{2}), i.e., the set of all labelled graphs on [n], whose we join two labelled graphs by an edge of G_n if and only if they share no triangle in common. A triangle-intersecting family of labelled graphs on [n] is precisely an independent set in G_n. Our strategy is to construct a pseudoadjacency matrix M_n for G_n that has appropriate maximum and minimum eigenvalues such that, when the Delsarte-Hoffman bound (Theorem 2.3) is applied to G_n, we obtain the desired upper bound on the size of an independent set in G_n, viz., \binom{2n}{n}. In fact, we work with a sparser graph than \binom{n}{2} (one with more symmetries): we consider the graph G'_n whose vertex-set is again \mathcal{P}(\binom{[n]}{2}), but where we join two labelled graphs H and H' by an edge of G'_n if and only if E(H)\Delta E(H') intersects every triangle. Since G'_n is a subgraph of G_n (on the same vertex-set), it suffices to show that any independent set in G'_n has size at most \binom{2n}{n} - 3 (also, any pseudoadjacency matrix for G'_n is also a pseudoadjacency matrix for G_n). However, G'_n has the advantage of being a Cayley graph of the (Abelian) group \mathbb{Z}_2^n, where X := \binom{[n]}{2}; indeed, its generating set is precisely the set of all complements of triangle-free graphs on [n]. The characters of the group \mathbb{Z}_2^n therefore form an orthonormal basis of eigenvectors of the adjacency matrix of G'_n, and the same is true for any Cayley subgraph of G'_n (this fact is well-known, and goes back to Frobenius).
Specifically, if $\Gamma = \text{Cay}(\mathbb{Z}_2^X, \mathcal{R})$ is the Cayley graph of $\mathbb{Z}_2^X$ with generating set $\mathcal{R}$, then for each $A \subset X$, the character

$$\chi_A : \mathbb{Z}_2^X \rightarrow \{\pm 1\}; \quad S \rightarrow (-1)^{A \cap S} \quad (S \subset X)$$

is an eigenvector of $\Gamma$ with eigenvalue

$$\lambda_A := \sum_{R \in \mathcal{R}} \chi_A(R).$$

(Here, we identify $\mathbb{Z}_2^X$ with $\mathcal{P}(X)$ in the natural way.) Our strategy is to choose $M_n$ to be an appropriate linear combination of adjacency matrices of Cayley subgraphs of $G_n'$. In other words, we choose

$$M_n = \sum_i c_i A(\text{Cay}(\mathbb{Z}_2^X, \{R_i\}))$$

where $c_i \in \mathbb{R}$ for each $i$, $R_i$ is the complement of a triangle-free graph for each $i$, and $A(G)$ denotes the adjacency matrix of a graph $G$. In fact, it suffices to take each $R_i$ to be the complement of a bipartite graph, for each $i$. The eigenvalues of $M_n$ are then given by

$$\lambda_A = \sum_i c_i \chi_A(R_i) \quad (A \subset X).$$

Writing $R_i = \overline{B_i}$ for each $i$, where $B_i$ is bipartite, we have

$$\lambda_A = (-1)^{|A|} \sum_i c_i \chi_A(B_i) = (-1)^{|A|} \sum_i c_i \chi_{B_i}(A) \quad (A \subset X).$$

We note that the functions of the form

$$A \mapsto \sum_i c_i \chi_{B_i}(A)$$

form a linear subspace $(W, \text{say})$ of $\mathbb{R}[\mathbb{Z}_2^X]$: $W$ is precisely the span of the ‘bipartite characters’, i.e. the characters of the form $\chi_B$ where $B$ is (the edge-set of) a bipartite graph on $[n]$. Our task reduces to finding a function $f \in W$ such that the function

$$g : A \mapsto (-1)^{e(A)} f(A)$$

satisfies $g(\emptyset) = 1$ and

$$g(A) \geq -1/7 \quad \forall A \subset X : A \neq \emptyset. \quad (4.1)$$

A key observation is that for any $i \in \mathbb{N} \cup \{0\}$, the ‘random cut statistic’

$$q_i(A) = \operatorname{Prob}[\text{a random bipartition of } A \text{ has exactly } i \text{ edges}]$$

lies in the subspace $W$. It also has the convenient property that, for any fixed $i \in \mathbb{N} \cup \{0\}$, $q_i(A)$ tends to zero rather rapidly as $|A|$ increases. Hence, if we take $f$ to be a bounded linear combination of the $q_i$, we only need to worry about boundedly many of the conditions (4.1). Luckily, we are able to find a bounded linear combination of the $q_i$ with the properties we want; the same linear combination works for all $n \in \mathbb{N}$.

A similar strategy was used recently by Berger and Zhao [8] to prove an analogous result for $K_4$-intersecting families of graphs.
Theorem 4.5 (Berger-Zhao, 2021+) If $F \subset \mathcal{P}(\binom{[n]}{2})$ is a $K_4$-intersecting family of labelled graphs on the vertex-set $[n]$, then $|F| \leq 2^{\binom{n}{2}} - 6$. Equality holds only if $F$ consists of all graphs on $[n]$ containing a fixed $K_4$.

The following conjecture of the author, Filmus and Friedgut (from [25]) remains open for all $t > 4$, however.

Conjecture 4.6 (E.-Filmus-Friedgut, 2012) Let $t \geq 3$. If $F \subset \mathcal{P}(\binom{[n]}{2})$ is a $K_t$-intersecting family of labelled graphs on the vertex-set $[n]$, then $|F| \leq 2^{\binom{n}{2}} - (t^2 - (t/2))$. Equality holds only if $F$ consists of all graphs on $[n]$ containing a fixed $K_t$.

We believe that new ideas (other than those in [25] and [8]) will be required to prove Conjecture 4.6.

The following beautiful conjecture of Alon and Spencer [4] also remains open.

Conjecture 4.7 (Alon-Spencer, 1990) There exists an absolute constant $c > 0$ such that if $F \subset \mathcal{P}(\binom{[n]}{2})$ is a $P_3$-intersecting family of labelled graphs on the vertex-set $[n]$, we have $|F| \leq (1/2 - c)2^{\binom{n}{2}}$.

Here, $P_3$ denotes the path with three edges. Conjecture 4.7 is appealing because an affirmative answer would determine precisely the graphs $H$ for which the measure of an $H$-intersecting family of graphs can be (uniformly) bounded away from $1/2$: such graphs would be precisely those that are not disjoint unions of stars. (Indeed, it is easy to see, by considering the family of graphs on the vertex-set $[n]$ in which the degrees of at least $(T + t)/2$ of the vertices $1, \ldots, T$ are at least $(n + t - 1)/2$, for an appropriate choice of $T$, that for any $t \in \mathbb{N}$ there exists an $H$-intersecting family of $(1/2 - o(1))2^{\binom{n}{2}}$ labelled graphs on the vertex-set $[n]$, where $H$ is a disjoint union of $t$ stars each with $t$ rays. All graphs that are not disjoint unions of stars, either contain a triangle or a path with three edges.)

We note that Chung, Frankl, Graham and Shearer conjectured in [17] that if $F \subset \mathcal{P}(\binom{[n]}{2})$ is a $P_3$-intersecting family of labelled graphs on the vertex-set $[n]$, then $|F| \leq 2^{\binom{n}{2}} - 3$. This was disproved by Christofides [16], who constructed (for each $n \geq 6$), a $P_3$-intersecting family of labelled graphs on the vertex-set $[n]$, with size $\frac{17}{128}2^{\binom{n}{2}} > 2^{\binom{n}{2}} - 3$.

It would be of great interest to characterise the set of unlabelled graphs $H$ such that for any $n \in \mathbb{N}$, a maximum-sized $H$-intersecting family of labelled graphs on $[n]$ can be obtained by taking all graphs containing a fixed copy of $H$: in other words, to characterise the set of unlabelled graphs $H$ such that the Erdős-Ko-Rado property holds, for the $H$-intersecting problem. The results above imply that this is the case when $H$ is an edge, a triangle or a $K_4$; it is not the case when $H$ is a path of three edges, or a disjoint union of stars. Conjecture 4.6 would imply that it is the case when $H = K_t$ for all $t \geq 5$. It is possible that it is the case whenever $H$ is 2-connected.

4.1 ‘Graph-intersecting’ families of sets

If $F \subset \mathcal{P}([n])$ and $G$ is a graph with vertex-set $[n]$, we say $F$ is $G$-edge-intersecting if for any $S, T \in F$, there exists an edge $e \in E(G)$ such that $e \cap S \neq \emptyset$ and $e \cap T \neq \emptyset$: 

in other words, either $S$ and $T$ intersect, or else there is an edge of $G$ with one vertex in $S$ and the other in $T$. This is another natural weakening of the condition of being an intersecting family, introduced by Bohman, Frieze, Ruszinkó and Thoma in [9]. In [9], the maximum possible size of a $G$-edge-intersecting family $\mathcal{F} \subseteq \binom{[n]}{k}$ is determined in several natural cases. For example, in the case where $G = C_n$, i.e. the cycle $123\ldots n1$, a family $\mathcal{F} \subseteq \mathcal{P}([n])$ is $C_n$-edge-intersecting if and only if for any $S, T \in \mathcal{F}$, there exist $s \in S$ and $t \in T$ such that the cyclic distance between $s$ and $t$ is at most one, or more succinctly, if for any $S, T \in \mathcal{F}$ we have $d(S, T) \leq 1$, where $d(S, T)$ denotes the cyclic distance between the sets $S$ and $T$. For $n \geq ck^4$, where $c$ is an absolute constant, Bohman, Frieze, Ruszinkó and Thoma determine the maximum possible size of a $C_n$-edge-intersecting family of $k$-element subsets of $[n]$; it is best to take all $k$-element sets containing 2 or 3 or both 1 and 4. This was later shown to hold for all $n \geq ck^2$ by Bohman and Martin [10], and finally for all $n \geq ck$ by Raynaud and the author [34]. Many open questions remain, however; the reader is referred to [57] for some of these, as well as several elegant results.

5 Intersection problems for families of more complicated mathematical objects

5.1 Permutations

As well as considering (uniform or non-uniform) set families, it is natural to pose intersection problems concerning families of more complicated mathematical objects. In 1977, Deza and Frankl [22] considered families of permutations, introducing the following definition.

**Definition 5.1** Let $S_n$ denote the symmetric group on $[n]$, and let $t \in \mathbb{N}$. A family of permutations $\mathcal{F} \subseteq S_n$ is said to be $t$-intersecting if for any two permutations $\sigma, \pi \in \mathcal{F}$, we have $|\{i \in [n] : \sigma(i) = \pi(i)\}| \geq t$.

In other words, a family of permutations is said to be $t$-intersecting if any two permutations in the family agree on at least $t$ points. A family of permutations is said to be intersecting if it is 1-intersecting, i.e., if any two permutations in the family agree on at least one point.

In [22], Deza and Frankl gave a short proof that for any $n \in \mathbb{N}$, an intersecting family $\mathcal{F} \subseteq S_n$ has size at most $(n-1)!$. This is best-possible, since $\{\sigma \in S_n : \sigma(1) = 1\}$ is an intersecting family of this size. Their proof is a partitioning argument: they observe that the cyclic group $H := \langle \rho \rangle$ generated by any $n$-cycle $\rho \in S_n$, has the property that any two permutations in $H$ disagree everywhere, so $H$ can contain at most one permutation from an intersecting family $\mathcal{F}$. The same is true of any left coset of $H$. The $(n - 1)!$ left cosets of $H$ partition $S_n$; since each contains at most one permutation from an intersecting family $\mathcal{F}$, it follows that $|\mathcal{F}| \leq (n - 1)!$.

Somewhat unusually, it took a while before the maximum-sized intersecting families of permutations were characterized, but this was done by Cameron and Ku [15] in 2003; they proved that an intersecting family of permutations $\mathcal{F} \subseteq S_n$ has $|\mathcal{F}| = (n-1)!$ if and only if it is of the form $\{\sigma \in S_n : \sigma(i) = j\}$ for some $i, j \in [n]$, i.e., iff it is a coset of the stabilizer of a point.
For \( t \)-intersecting families of permutations, Deza and Frankl conjectured the following, in [22].

**Conjecture 5.2 (Deza-Frankl, 1977)** For any \( t \in \mathbb{N} \), if \( n \) is sufficiently large depending on \( t \), then any \( t \)-intersecting family \( F \in S_n \) satisfies \( |F| \leq (n-t)! \).

In the case where there exists a sharply \( t \)-transitive subgroup of \( S_n \), essentially the same partitioning argument as that of Deza and Frankl above, implies that a \( t \)-intersecting subfamily of \( S_n \) has size at most \((n-t)!\). Unfortunately, such a subgroup exists only in a small number of cases:

- when \( t = 1 \) (for any \( n \in \mathbb{N} \));
- when \( t = 2 \) and \( n \) is a prime power;
- when \( t = 3 \) and \( n \) is one more than a prime power;
- when \( t = 4 \) and \( n = 11 \);
- when \( t = 5 \) and \( n = 12 \);
- when \( t = n - 2 \);
- when \( t = n \).

The Deza-Frankl conjecture remained open in essentially all other cases, until it was proved by the author, and independently and simultaneously by Friedgut and Pilpel, in 2009. Our proofs were very similar indeed, and we wrote a joint paper [26]. The high-level strategy is analogous to Wilson’s proof of Theorem 2.2: for each \( t \in \mathbb{N} \) and each \( n \geq n_0(t) \), we construct a pseudoadjacency matrix \( M = M_{n,t} \) for the Cayley graph \( G_{n,t} \) on \( S_n \) generated by \( \{ \sigma \in S_n : \sigma \) has less than \( t \) fixed points\}, with eigenvalues that are such as to imply the desired upper bound when the Delsarte-Hoffman bound (Theorem 2.3) is applied to \( M \). (Observe that a \( t \)-intersecting family \( F \subset S_n \) is precisely an independent set in \( G_{n,t} \).) However, unlike in the proof of Wilson’s theorem, there is more than just one natural choice of such a pseudoadjacency matrix \( M \) (and this makes the construction harder).

To make it easier to analyse the eigenvalues of our matrix \( M \), we take \( M \) to be a linear combination of adjacency matrices of normal Cayley subgraphs of \( G_{n,t} \); this enables us to use tools from non-Abelian Fourier analysis (a.k.a. representation theory) to analyse the eigenvalues. Recall that if \( \Gamma \) is a group, and \( S \subset \Gamma \) with \( S^{-1} = S \) and \( \text{Id} \notin S \), the **Cayley graph of \( \Gamma \) with generating set \( S \)** is the graph with vertex-set \( \Gamma \), where \( g \) is joined to \( gs \) for all \( g \in \Gamma \) and \( s \in S \); it is denoted by \( \text{Cay}(\Gamma,S) \). A Cayley graph \( \text{Cay}(\Gamma,S) \) is said to be **normal** if \( S \) is conjugation-invariant, i.e. \( gsg^{-1} \in S \) for all \( s \in S \) and \( g \in G \). It is a well-known fact, due originally to Frobenius, that if \( \Gamma \) is a finite group, \( \mathcal{R} \) is a complete set of inequivalent irreducible complex representations of \( \Gamma \), and \( G = \text{Cay}(\Gamma,S) \) is a normal Cayley graph of \( \Gamma \), then the eigenvalues of the adjacency matrix of \( G \) are given by

\[
\lambda_\rho = \frac{1}{\dim(\rho)} \sum_{s \in S} \chi_\rho(s) \quad (\rho \in \mathcal{R}),
\] (5.1)
where $\chi_\rho$ denotes the character of the representation $\rho$. We use this, together with an intricate analysis of the representations of $S_n$, to engineer a matrix with the appropriate eigenvalues to prove the Deza-Frankl conjecture.

Our construction only works for $n \geq n_0(t)$ where $n_0(t)$ is doubly exponential in $t$, and it would be of great interest to determine the maximum-sized $t$-intersecting families in $S_n$, for smaller $n$. In [26], we conjectured the following, which remains open.

**Conjecture 5.3 (E.-Friedgut-Pilpel, 2011)** For any $n,t \in \mathbb{N}$, a maximum-sized $t$-intersecting family in $S_n$ must be a double translate of one of the families

$$\mathcal{F}_i := \{\sigma \in S_n : \sigma \text{ has at least } t + i \text{ fixed points in } [t + 2i] \} \quad (0 \leq i \leq (n - t)/2),$$

i.e. it must be of the form $\pi \mathcal{F}_i \tau$, for some $\pi, \tau \in S_n$.

Conjecture 5.3 would imply that the conclusion of the Deza-Frankl conjecture holds for all $n > 2t$; this also remains open. (The proof of Theorem 5.4, below, implies that the conclusion of the Deza-Frankl conjecture holds for all $n > e^{Ct \log t}$, where $C > 0$ is an absolute constant; this is a slight improvement on the doubly exponential bound mentioned above, but is still likely very far from the truth.)

In [32], Lifshitz and the author study the forbidden intersection problem for permutations; this is a natural analogue of the well-studied forbidden intersection problem for families of sets (see Section 2). We prove the following strengthening of the Deza-Frankl conjecture.

**Theorem 5.4 (E.-Lifshitz, 2021+)** If $t \in \mathbb{N}$, $n$ is sufficiently large depending on $t$, and $\mathcal{F} \subset S_n$ contains no two permutations agreeing on exactly $t - 1$ points, then $|\mathcal{F}| \leq (n - t)!$, with equality only if $\mathcal{F}$ consists of a coset of the pointwise-stabilizer of a $t$-element set.

Our main tool for proving Theorem 5.4 is a structural result, concerning the approximate structure of large families of permutations with a forbidden intersection. To state it, we need some more notation and terminology. If $A, B \subset \{1, 2, \ldots, n\}$ with $|A| = |B|$, and $\pi : A \to B$ is a bijection, the $\pi$-star in $S_n$ is the family of all permutations in $S_n$ that agree with $\pi$ pointwise on all of $A$. An $s$-star is a $\pi$-star such that $\pi$ is a bijection between sets of size $s$. (Note that an $s$-star is precisely a coset of the pointwise-stabilizer of an $s$-element set.) If for each $i \in [l]$, $A_i, B_i \subset [n]$ and $\pi_i : A_i \to B_i$ is a bijection, we define

$$\langle \pi_1, \ldots, \pi_l \rangle := \{\sigma \in S_n : (\exists i \in [l])(\forall j \in A_i)(\sigma(j) = \pi(j))\},$$

i.e., $\langle \pi_1, \ldots, \pi_l \rangle$ is the set of all permutations in $S_n$ that agree everywhere with at least one of the bijections $\pi_i$. We say that $\mathcal{J} \subset S_n$ is a $C$-junta if $\mathcal{J} = \langle \pi_1, \ldots, \pi_l \rangle$ for some bijections $\pi_i : A_i \to B_i$, where $l \leq C$ and $|S_i| \leq C$ for all $i \in [l]$. We may think of $C$ as (an upper bound on) the ‘complexity’ of the junta $\mathcal{J}$. We note that this definition of a junta is a natural analogue of the definition of a junta of subsets of $[n]$ (see page 3).

We can now state our ‘junta approximation’ result.
Theorem 5.5 (E.-Lifshitz, 2021+) For any $r, t \in \mathbb{N}$, there exists $C = C(r, t) \in \mathbb{N}$ such that if $\mathcal{F} \subset S_n$ is $(t-1)$-intersection-free, there exists a $t$-intersecting $C$-junta $\mathcal{J} \subset S_n$ such that $|\mathcal{F} \setminus \mathcal{J}| \leq C n! / n^r$.

Informally, this theorem says that any $(t-1)$-intersection-free family is ‘almost’ contained within a $t$-intersecting junta of bounded complexity.

Our proof of Theorem 5.5 employs a mixture of combinatorial, probabilistic and algebraic techniques. Specifically, it relies on (i) a weak regularity lemma for families of permutations (which outputs a junta whose stars are intersected by $\mathcal{F}$ in a weakly pseudorandom way), (ii) a combinatorial argument that ‘bootstraps’ the weak notion of pseudorandomness into a stronger one, and finally (iii) a spectral argument for pairs of highly-pseudorandom fractional families (this spectral argument being significantly shorter than the spectral argument in [26], though still non-trivial). Our proof employs four different notions of pseudorandomness, three being combinatorial in nature, and one being algebraic. We believe the connection we demonstrate between these combinatorial and algebraic notions of pseudorandomness may find further applications.

We note that arguments involving pseudorandomness (or quasirandomness), in various forms, have had a huge impact on Combinatorics, Theoretical Computer Science and Number Theory, ever since Szemerédi proved his celebrated Regularity Lemma for graphs, in 1978. The common theme of such arguments is that many mathematical structures can be partitioned into a bounded number of large pieces, together with a small ‘leftover’ piece, such that any $r$ of the large pieces induce a structure that is ‘random-like’ (pseudorandom, or quasirandom), in an appropriate sense. (The right notion of pseudorandomness, and the right value of $r$, depends upon the problem.) For surveys of applications of pseudorandomness and regularity methods in Combinatorics, Theoretical Computer Science and Additive Number Theory, the reader is referred for example to [68, 69, 70, 74].

Theorem 5.5 (together with a short combinatorial argument) also quickly implies the following Hilton-Milner type result for $t$-intersecting families of permutations, first proved by the author [24] in 2009.

**Theorem 5.6 (E., 2009)** If $n$ is sufficiently large depending on $t$, and $\mathcal{F} \subset S_n$ is a $t$-intersecting family of permutations which is not contained within a coset of the pointwise-stabiliser of a $t$-element set, then $|\mathcal{F}| \leq |\mathcal{H}|$, where

$$\mathcal{H} = \{ \sigma \in S_n : \sigma(i) = i \text{ for all } i \leq t, \sigma(j) = j \text{ for some } j > t + 1 \}$$

$$\cup \{(1 \ t + 1), (2 \ t + 1), \ldots, (t \ t + 1)\}.$$

Equality holds if only if there exist $\sigma, \tau \in S_n$ such that $\mathcal{F} = \sigma \mathcal{H} \tau$.

This is a natural analogue, for permutations, of Theorem 3.3.

### 5.2 Intersection problems for more general group actions

If $\alpha : G \times X \to X$ is a transitive action of a finite group $G$ on a finite set $X$, we say that a subset $\mathcal{F} \subset G$ is $\alpha$-intersecting if for any two elements $\sigma, \tau \in \mathcal{F}$, there exists $x \in X$ such that $\alpha(\sigma, x) = \alpha(\tau, x)$. One can ask, for each action $\alpha : G \times X \to X$,
what is the maximum possible size of an $\alpha$-intersecting subset of $G$. The Deza-Frankl problem discussed in the previous section, is clearly of this form, with $G$ being $S_n$ and $\alpha$ being the natural action of $S_n$ on ordered $t$-tuples. Several other well-studied intersection problems are also of this form. In fact, by quotienting out by the kernel of the action $\alpha$, one can reduce to the case where $G$ is a subgroup of $S_n$ (i.e., a permutation group of degree $n$), and the action is the natural action of $G$ on $[n]$; but this reformulation may be less natural than the original problem, in many cases. A well-studied set of problems comes from taking $G$ to be a group of matrices over $\mathbb{F}_q$ (or a quotient thereof), such as $\text{GL}(n, \mathbb{F}_q)$, $\text{SL}(n, \mathbb{F}_q)$ or $\text{PGL}(n, \mathbb{F}_q)$, and taking $\alpha$ to be the natural action of $G$ on $d$-dimensional subspaces or $d$-dimensional projective subspaces, for $d < n$. For example, we say a family $F \subset \text{PGL}(n+1, \mathbb{F}_q)$ is point-intersecting if for any $\sigma, \tau \in F$ there exists a projective point $p \in \text{PG}(n, \mathbb{F}_q)$ such that $\sigma(p) = \tau(p)$. Meagher and Spiga [77, 78] proved the following.

**Theorem 5.7 (Meagher-Spiga, 2011)** If $q$ is a prime power, and $F \subset \text{PGL}(2, \mathbb{F}_q)$ is point-intersecting, then $|F| \leq q(q-1)$; equality holds iff $F$ is a coset of the stabilizer of a projective point.

**Theorem 5.8 (Meagher-Spiga, 2014)** If $q$ is a prime power, and $F \subset \text{PGL}(3, \mathbb{F}_q)$ is point-intersecting of maximum size, then $F$ is either a coset of the stabilizer of a projective point or a coset of the stabilizer of a projective line.

They conjecture the following (in [77]).

**Conjecture 5.9 (Meagher-Spiga, 2011)** If $q$ is a prime power and $F \subset \text{PGL}(n+1, \mathbb{F}_q)$ is point-intersecting of maximum size, then $F$ is either a coset of the stabilizer of a projective point or a coset of the stabilizer of an $(n-1)$-dimensional projective hyperplane.

This remains open, to the best of our knowledge, for all $n > 2$.

If $V$ is a finite-dimensional vector space, we let $\text{GL}(V)$ denote the general linear group over $V$, i.e., the group of all invertible linear maps from $V$ to itself. We say a family $F \subset \text{GL}(V)$ is $(t-1)$-intersection-free if for any $\sigma, \tau \in F$, the subspace $\{v \in V : \sigma(v) = \tau(v)\}$ does not have dimension $t-1$. Using similar techniques to in the proof of Theorem 5.4, together with a hypercontractivity result for Boolean functions on spaces of linear maps, Kindler, Lifshitz and the author recently proved the following [31].

**Theorem 5.10 (E.-Lifshitz, 2021+)** For any $t \in \mathbb{N}$ and any prime power $q$, there exists $n_0 = n_0(q, t) \in \mathbb{N}$ such that the following holds. If $n \in \mathbb{N}$ with $n \geq n_0$, $V$ is an $n$-dimensional vector space over $\mathbb{F}_q$, and $F \subset \text{GL}(V)$ is $(t-1)$-intersection-free, then

$$|F| \leq \prod_{i=1}^{n-t} (q^n - q^{i+t-1}).$$

Equality holds only if there exists a $t$-dimensional subspace $U$ of $V$ on which all elements of $F$ agree, or a $t$-dimensional subspace $A$ of $V^*$ on which all elements of $\{\sigma^* : \sigma \in F\}$ agree.
The following elegant general result was obtained by Meagher, Spiga and Tiep in 2015 [79].

**Theorem 5.11 (Meagher-Spiga-Tiep, 2015)** Let \( H \leq S_n \) be a 2-transitive permutation group of degree \( n \), and let \( F \subset H \) be an intersecting family of permutations in \( H \). Then \( |F| \leq |H|/n \).

Theorem 5.11 says that the Erdős-Ko-Rado property holds for intersecting subsets of 2-transitive permutation groups. The proof uses the Delsarte-Hoffman bound, applied to the derangement graph of \( H \) (the normal Cayley graph of \( H \) generated by the derangements of \( H \)), together with (5.1), and an intricate analysis of the character theory of 2-transitive groups.

It would be of interest to determine other (similarly general) sufficient conditions on permutation groups, for the conclusion of Theorem 5.11 to hold. It is easy to see that it does not hold in general for transitive permutation groups, e.g. by considering the \( t \)-intersecting family of permutations

\[ \{ \sigma \in S_n : \sigma \text{ has at least } t+i \text{ fixed points in } [t+2i] \}, \]

which appears in Conjecture 5.3, for appropriate \( n, t, i \in \mathbb{N} \), and viewing \( S_n \) as a transitive subgroup of \( S_{n(n-1)...(n-t+1)} \) via the action of \( S_n \) on \( t \)-tuples of distinct points.

The following elegant conjecture was posed by János Körner in 2009, regarding the natural action of the symmetric group on \( t \)-element subsets.

**Conjecture 5.12** Let \( t \in \mathbb{N} \) and let \( F \subset S_n \) be a family of permutations such that for any \( \sigma, \pi \in F \), there exists a \( t \)-element set \( T \in \binom{[n]}{t} \) such that \( \sigma(T) = \pi(T) \). Then \( |F| \leq (n-t)! \).

This was proved by the author in 2012 [23] for all \( n \) sufficiently large depending on \( t \), using a similar strategy to in the proof of the Deza-Frankl conjecture in [26]. It was also recently proved for \( t = 2 \) (and all \( n \)) by Meagher and Razafimahatratra [76]. It remains open in full generality.

### 5.3 Partitions

In this section, a **partition** of \([n]\) (into \( k \) sets) is a family of (exactly \( k \)) nonempty sets \( \{S_1, \ldots, S_k\} \) such that \( S_i \subset [n] \) for all \( i \), \( S_i \cap S_j = \emptyset \) for all \( i \neq j \), and \( S_1 \cup S_2 \cup \ldots \cup S_k = [n] \). The sets \( S_i \) are called the **parts** of the partition.

If \( t \in \mathbb{N} \), we say a family of partitions of \([n]\) is **\( t \)-intersecting** if any two partitions in the family have at least \( t \) parts in common. If \( n \in \mathbb{N} \), we write \( B(n) \) for the set of all partitions of \([n]\); recall that \( B_n := |B(n)| \) is the \( n \)th **Bell number**.

If \( k, n \in \mathbb{N} \) with \( k \leq n \), we write \( P^k_n \) for the set of all partitions of \([n]\) into \( k \) sets, and for \( t \in \mathbb{N} \) with \( t \leq k \) we let

\[
\mathcal{P}(n,k,t) := \{ P \in P^k_n : \{\{1\},\{2\},\ldots,\{t\}\} \subset P \}.
\]

If \( k, n \in \mathbb{N} \) with \( k \mid n \), we let \( U^k_n \) denote the set of all partitions of \([n]\) into \( k \) equal-sized sets, each of size \( n/k \), and writing \( c = n/k \), for \( t \leq k \) we let

\[
\mathcal{Q}(n,k,t) := \{ P \in U^k_n : \{[c],[c+1],\ldots,2c],[t-1]c+1],\ldots,tc\} \subset P \}.
\]
An element of $U^k_n$ (for some $n,k$) is called a uniform set partition.

Ku and Renshaw proved the following in [71].

**Theorem 5.13 (Ku-Renshaw, 2008)** Let $n \geq 2$. Suppose $\mathcal{F} \subset \mathcal{B}(n)$ is 1-intersecting. Then $|\mathcal{F}| \leq |\mathcal{B}(n-1)|$, and equality holds iff $\mathcal{F}$ consists of all partitions of $[n]$ containing a fixed singleton.

The proof of Theorem 5.13 relies on a strategy of combinatorial shifting/compressions (see the Introduction, for a description of this general strategy).

For $t$-intersecting families, Ku and Renshaw [71] proved the following.

**Theorem 5.14 (Ku-Renshaw, 2008)** Let $t \geq 2$ and $n \geq n_0(t)$. Suppose $\mathcal{F} \subset \mathcal{B}(n)$ is $t$-intersecting. Then $|\mathcal{F}| \leq |\mathcal{B}(n-t)|$, and equality holds iff $\mathcal{F}$ consists of all partitions containing $t$ fixed singletons.

It should be noted that some condition of the form $n \geq n_0(t)$ in Theorem 5.14 is necessary, as can be seen by considering the family of all partitions of $\binom{t+4}{t}$ that have at least $t+2$ singletons, for $t \geq 2$ (there are $(t^2 + 7t + 14)/2 \geq 16$ such, whereas $|\mathcal{B}(4)| = B_4 = 15$). For $t \geq 2$ and small $n$ (depending on $t$), very little seems to be known.

For partitions into a fixed number of sets, P.L. Erdős and L.A. Székely [37] proved the following.

**Theorem 5.15 (P.L. Erdős, L.A. Székely, 1998)** Let $n,k,t \in \mathbb{N}$ with $k \leq n$, and $n \geq n_0(k,t)$, and let $\mathcal{F} \subset \mathcal{P}^k_n$ be an intersecting family of partitions of $[n]$ into $k$ sets. Then $|\mathcal{F}| \leq |\mathcal{P}(n,k,t)|$.

As with the case of Theorem 5.14, very little seems to be known for small $n$.

For families of uniform set-partitions, Meagher and Moura proved the following in [75].

**Theorem 5.16 (Meagher-Moura, 2005)** Let $n,k \in \mathbb{N}$ with $k \mid n$, and let $\mathcal{F} \subset U^k_n$ be an intersecting family of partitions of $[n]$ into $k$ equal-sized sets. Then $|\mathcal{F}| \leq |\mathcal{Q}(n,k,1)|$, with equality iff $\mathcal{F}$ is equal to $\mathcal{Q}(n,k,1)$ up to a permutation of $[n]$.

They also pose (in [75]) a conjecture for $t$-intersecting families of uniform set partitions which is a natural analogue of Ahlswede and Khachatrian’s Complete Intersection Theorem. This conjecture remains completely open, to the best of our knowledge.

A weaker (but very natural) notion of intersecting partitions was considered by Czabarka, P.L. Erdős and L.A. Székely (see [37, 75]). For $t \in \mathbb{N}$, we say two partitions $P_1$ and $P_2$ of $[n]$ partially $t$-intersect if there exist parts $S_1 \in P_1$ and $S_2 \in P_2$ such
that $|S_1 \cap S_2| \geq t$. (Note that any two partitions of a nonempty set are partially 1-intersecting, so this notion is only interesting for $t \geq 2$.) For $t \geq 2$, we say a family of partitions is \textit{partially $t$-intersecting} if any two partitions in the family partially $t$-intersect. Meagher and Moura conjecture the following.

\begin{conjecture}[Meagher-Moura, 2005]
Let $n, k, t \in \mathbb{N}$ with $t \geq 2$, $k \mid n$ and $n \geq kt$, and let $F \subset U^k_n$ be a partially $t$-intersecting family of partitions of $[n]$ into $k$ equal-sized sets. Then

$|F| \leq \left| \{ P \in U^k_n : \text{[t] is contained in some part of P} \} \right|.$

with equality iff $F$ is equal to the above family up to a permutation of $[n]$.

This conjecture also remains completely open, to the best of our knowledge.

\end{conjecture}

\section*{Families of subspaces of a vector space}

If $q$ is a prime power, and $V$ is an $n$-dimensional vector space over the field $\mathbb{F}_q$, we say a family $F$ of subspaces of $V$ is $t$-\textit{intersecting} if $\dim(S \cap S') \geq t$ for all $S, S' \in F$. Frankl and Wilson [48] considered the question of the maximum possible size of such a family; they gave a complete answer in the following theorem.

\begin{theorem}[Frankl-Wilson, 1986]
Let $q$ be a prime power, let $n, k, t \in \mathbb{N}$ with $n \geq 2k - t$, let $V$ be an $n$-dimensional vector space over $\mathbb{F}_q$, and let $F$ be a $t$-intersecting family of $k$-dimensional subspaces of $V$. Then

$|F| \leq \max \left\{ \left[ \frac{n - t}{k - t} \right]_q, \left[ \frac{2k - t}{k} \right]_q \right\}.$

(Here, for integers $0 \leq r \leq m$ and $q$ a prime power, we define

$\left[ \frac{m}{r} \right]_q : = \frac{(q^m - 1)(q^{m-1} - 1) \cdots (q^{m-r+1} - 1)}{(q^r - 1)(q^{r-1} - 1) \cdots (q - 1)};$

these are known as the \textit{Gaussian binomial coefficients}.)

We note that for $n \leq 2k - t$, any two $k$-dimensional subspaces of an $n$-dimensional vector space $V$ have intersection of dimension at least $t$, so the question is trivial for this range. In fact, a short argument of Frankl and Wilson shows that to prove Theorem 5.19, it suffices to consider the case $n \geq 2k$, since if $2k - t \leq n \leq 2k$ and $F \subset \binom{V}{k}$ is $t$-intersecting, then $\{ S^\perp : S \in F \} \subset \binom{V}{n-k}$ is $(n - 2k + t)$-intersecting, since for any $S, T \in F$, we have

$\dim(S^\perp \cap T^\perp) = \dim((S + T)^\perp)$

$= n - \dim(S + T)$

$= n - \dim(S) - \dim(T) + \dim(S \cap T)$

$\geq n - 2k + t.$

The proof of Theorem 5.19 (for $n \geq 2k$), follows exactly the same strategy as Wilson’s proof of Theorem 2.2: the proof is spectral, relying on the construction of an appropriate pseudoadjacency matrix. In fact, the calculations are easier than in the proof of Wilson’s theorem, due to the rapid growth of the Gaussian binomial coefficients.
5.4 Triangulations, and a conjecture of Kalai

Let $\mathcal{P}_n$ be a fixed, convex, $n$-vertex polygon. We say a family $F$ of triangulations of $\mathcal{P}_n$ is intersecting if any two triangulations in $F$ share a diagonal. We let $C_n = \binom{2n}{n}/(n+1)$ denote the $n$th Catalan number; it is well-known that for each $n \geq 3$, the number of triangulations of $\mathcal{P}_n$ is $C_n - 2$. Kalai [60] conjectures the following.

**Conjecture 5.20 (Kalai)** Let $\mathcal{P}_n$ be a fixed, convex, $n$-vertex polygon, and let $F$ be an intersecting family of triangulations of $\mathcal{P}_n$. Then $|F| \leq C_n - 3$, with equality iff $F$ consists of all triangulations containing some fixed diagonal that forms a triangle with two consecutive edges of $\mathcal{P}_n$.

This conjecture remains completely open. It is attractive because, although the conjectured extremal families are those of the form ‘all triangulations containing a fixed diagonal’ (so, conjecturally, the Erdős-Ko-Rado property holds), fixing different types of diagonal leads to different-sized intersecting families; a short calculation demonstrates that diagonals of the type in Kalai’s conjecture, are the best ones to fix.

It is easy to show, by taking $\mathcal{P}_n$ to be a regular polygon and observing that a triangulation $T$ shares no diagonal in common with $\sigma(T)$, where $\sigma$ is the rotation by $2\pi/n$ about the centre of $\mathcal{P}_n$, that an intersecting family $F$ of triangulations of $\mathcal{P}_n$ has size at most $C_n - 2/2$; this is roughly twice the conjectured bound, since $C_n - 3 = (1/4 + O(1/n))C_n - 2$. To our knowledge, no significant improvement on this ‘trivial’ bound, is known.

Several conjectures generalising Conjecture 5.20 are posed by Olarte, Santos, Spreer and Stump, in [81].

5.5 Down-sets, and conjectures of Chvátal and Kleitman

A very well-known open problem comes from considering intersecting families in down-sets. We say a family $B \subseteq \mathcal{P}([n])$ is a down-set if it is closed under taking subsets, i.e., if whenever $B \in B$ and $B' \subseteq B$, we have $B' \in B$. A family $F \subseteq \mathcal{P}([n])$ is said to be a star if $\cap S \in F \neq \emptyset$. A celebrated conjecture of Chvátal [18] from 1974 states that an intersecting subfamily of a down-set is no larger than the largest star of the down-set; in other words, the Erdős-Ko-Rado property holds for intersecting families in down-sets.

**Conjecture 5.21 (Chvátal, 1974)** Let $n \in \mathbb{N}$, and let $B \subseteq \mathcal{P}([n])$ be a down-set. If $F \subseteq B$ is intersecting, then there exists $i \in [n]$ such that $|F| \leq |\{B \in B : i \in B\}|$.

This conjecture remains completely open, though some partial results are known. Berge [7] proved that if $B \subseteq \mathcal{P}([n])$ is a down-set, then either $B$ or $B \setminus \{\emptyset\}$ may be partitioned into pairs of disjoint sets, which implies that if $F \subseteq B$ is intersecting, then $|F| \leq |B|/2$. Chvátal himself verified his conjecture in the case where $B$ is left-compressed, and Snevily [85] proved it in the case where there exists $i \in [n]$ such that $B$ is $ij$-compressed for all $j \neq i$ (making use of the partitioning result of Berge, above).
Kleitman [66] posed the following strengthening of Chvátal’s conjecture, which is attractive because it does not (explicitly) involve down-sets. To state it, we need some more definitions.

**Definition 5.22** If \( f, g : \mathcal{P}([n]) \to \mathbb{R}_{\geq 0} \), we say \( f \) flows down to \( g \) if there exists \( v : \mathcal{P}([n]) \times \mathcal{P}([n]) \to \mathbb{R}_{\geq 0} \) such that

- For any \( A \subset [n] \), we have \( \sum_{B \subset [n]} v(A, B) = f(A) \);
- For any \( B \subset [n] \), we have \( \sum_{A \subset [n]} v(A, B) = g(B) \);
- For any \( B \not\subset A \), we have \( v(A, B) = 0 \).

Equivalently, via max-flow min-cut, \( f \) flows down to \( g \) if and only if \( \sum_{A \subset [n]} f(A) = \sum_{B \in B} g(B) \) and for any down-set \( B \subset \mathcal{P}([n]) \) we have

\[
\sum_{B \in B} f(B) \leq \sum_{B \in B} g(B).
\]

**Definition 5.23** A family \( A \subset \mathcal{P}([n]) \) is said to be an up-set if it is closed under taking supersets, i.e., if whenever \( A \in A \) and \( A \subset A' \), we have \( A' \in A \).

**Definition 5.24** A family \( \mathcal{F} \subset \mathcal{P}([n]) \) is said to be antipodal if \( \mathcal{F} \) contains exactly one of \( S \) and \( [n] \setminus S \), for all \( S \subset [n] \).

**Definition 5.25** A Boolean function \( f : \mathcal{P}([n]) \to \{0, 1\} \) is said to be a dictatorship if there exists \( i \in [n] \) such that \( f(S) = 1 \) iff \( i \in S \).

**Conjecture 5.26 (Kleitman, 1979)** If \( \mathcal{F} \subset \mathcal{P}([n]) \) is a maximal intersecting family, then there exist \( \lambda_1, \ldots, \lambda_n \geq 0 \) with \( \sum_{i=1}^{n} \lambda_i = 1 \), such that \( 1_{\mathcal{F}} \) flows down to \( \sum_{i=1}^{n} \lambda_i 1_{\{S \subset [n] : i \in S\}} \).

It is easy to see, and well-known, that a maximal intersecting subfamily of \( \mathcal{P}([n]) \) is precisely an antipodal up-set, so Kleitman’s conjecture can be restated as saying that (the characteristic function of) an antipodal up-set flows down to a convex linear combination of dictatorships.

It is clear that Kleitman’s conjecture implies Chvátal’s conjecture. In a more recent work [50], Friedgut, Kahn, Kalai, and Keller give several elegant correlation inequalities that imply Chvátal’s or Kleitman’s conjecture; unfortunately, all of these conjectures remain unproven, though some partial results are given in [50].

6 Imposing extra symmetry constraints

As we have seen, the extremal families in intersection problems are often (though not always) junta, in the sense that they depend only upon a bounded number of coordinates; sometimes the near-extremal families are also junta-like. In particular, they are far from being symmetric. It is therefore natural to ask what happens in intersection problems when we impose the additional requirement that the family be symmetric. (We say a family of subsets \( \mathcal{F} \subset \mathcal{P}([n]) \) is symmetric if its automorphism group is a transitive subgroup of \( S_n \); recall that for a family of subsets \( \mathcal{F} \subset \mathcal{P}([n]) \),
we define its automorphism group to be the group of all permutations of \([n]\) that preserve the family, i.e., \(\text{Aut}(\mathcal{F}) := \{\sigma \in S_n : \sigma(S) \in \mathcal{F} \text{ for all } S \in \mathcal{F}\}\).

A first natural question to ask, in this vein, is the following.

**Question 6.1** For \(n \in \mathbb{N}\), what is the maximum possible size of a symmetric intersecting family of subsets of \([n]\)?

For \(n\) odd, this is rather easy: the family \(\{S \subset [n] : |S| > n/2\}\) is a symmetric intersecting family of size \(2^{n-1}\), and no intersecting family can be larger than this, as we saw on page 2. For \(n\) even, we have

\[
|\{S \subset [n] : |S| > n/2\}| = 2^{n-1} - \frac{1}{2}\binom{n}{n/2} = (1 - O(1/\sqrt{n}))2^{n-1},
\]

so the answer is certainly \((1 - o(1))2^{n-1}\), but for most even values of \(n\), the exact answer is unknown. Indeed, even the set

\[
A := \{n \in \mathbb{N} : \exists \text{ a symmetric intersecting family } \mathcal{F} \subset \mathcal{P}([n]) \text{ with } |\mathcal{F}| = 2^{n-1}\}
\]

has not been fully characterised. It contains infinitely many even numbers (see [14]), as well as all the odd numbers. Isbell conjectured in 1960 that there exists a function \(f : \mathbb{N} \to \mathbb{N}\) such that for \(a, b \in \mathbb{N}\) with \(b\) odd and \(a \geq f(b)\), we have \(2^a \cdot b \in A\), but this is still open (see [14, 56]).

Still, the answer to Question 6.1 is (asymptotically) not very different to that of Question 1.1, even for \(n\) even. Frankl considered the following variation on Question 6.1, where the situation is much less clear. For an integer \(r \geq 2\), we say a family of sets is \(r\)-wise-intersecting if any \(r\) of the sets in the family have nonempty intersection. Frankl posed the following question: for \(n \in \mathbb{N}\), what is the maximum possible size of a symmetric 3-wise intersecting family of subsets of \([n]\)? He made the following.

**Conjecture 6.2 (Frankl [42], 1981)** If \(\mathcal{F} \subset \mathcal{P}([n])\) is a symmetric, 3-wise intersecting family of subsets of \([n]\), then \(|\mathcal{F}| = o(2^n)\).

To motivate Conjecture 6.2, note that \(\{S \subset [n] : 1 \in S\}\) is 3-wise-intersecting but very far from being symmetric, whereas \(\{S \subset [n] : |S| > 2n/3\}\) is 3-wise-intersecting (just), but has exponentially small size (as a fraction of \(2^n\)).

In [42] Frankl proved his conjecture under the stronger hypothesis of \(\mathcal{F}\) being 4-wise-intersecting, but until recently, it remained open in general. In 2017, Conjecture 6.2 was proved by Narayanan and the author [33]. The proof is very short indeed, and is perhaps one of the shortest applications of the \(p\)-biased measure on \(\mathcal{P}([n])\) being used to solve an extremal problem whose statement does not mention any biased measure. The idea as follows. Let \(\mathcal{F} \subset \mathcal{P}([n])\) be a symmetric, 3-wise-intersecting family of the maximum possible size; then \(\mathcal{F}\) must be an up-set, meaning that it is closed under taking supersets. Consider now the function \(p \mapsto \mu_p(\mathcal{F})\). It is well-known that this is a monotone non-decreasing function of \(p\) (for any up-set \(\mathcal{F} \subset \mathcal{P}([n])\)); moreover, the following classical result of Friedgut and Kalai (based upon the celebrated Kahn-Kalai-Linial theorem [59] on the influences of Boolean functions) says that this function has a ‘sharp threshold’, in the sense that it jumps from near-zero to near-one, over a short interval.
**Theorem 6.3 (Friedgut-Kalai, 1996)** There exists a universal constant $c_0 > 0$ such that the following holds for all $n \in \mathbb{N}$. Let $0 < p, \epsilon < 1$ and let $\mathcal{F} \subset \mathcal{P}([n])$ be a symmetric up-set. If $\mu_p(\mathcal{F}) > \epsilon$, then $\mu_q(\mathcal{F}) > 1 - \epsilon$, where

$$q = \min\left\{ 1, p + c_0 \left( \frac{\log(1/2\epsilon)}{\log n} \right) \right\}.$$ 

We now observe two facts. Firstly, letting $\mathcal{I}(\mathcal{F}) := \{ S \cap T : S, T \in \mathcal{F} \}$ denote the family of all pairwise intersections of sets in $\mathcal{F}$, we observe that if $\mathcal{F}$ is 3-wise-intersecting, then $\mathcal{F}$ and $\mathcal{I}(\mathcal{F})$ are cross-intersecting, meaning that for any $A \in \mathcal{F}$ and $B \in \mathcal{I}(\mathcal{F})$, we have $A \cap B \neq \emptyset$. It follows that $\mathcal{I}(\mathcal{F})$ is contained within the dual family $\mathcal{F}^* := \{ [n] \setminus S : S \notin \mathcal{F} \}$, and therefore

$$\mu_p(\mathcal{I}(\mathcal{F})) \leq \mu_p(\mathcal{F}^*) = 1 - \mu_{1-p}(\mathcal{F}) \quad \forall p \in [0,1].$$

In particular, setting $p = 1/4$ we have

$$\mu_{3/4}(\mathcal{F}) + \mu_{1/4}(\mathcal{I}(\mathcal{F})) \leq 1. \quad (6.1)$$

Secondly, for all $p \in [0,1]$ we have

$$\mu_p^2(\mathcal{I}(\mathcal{F})) = \Pr_{A_1, A_2 \sim \mu_p} [A_1 \cap A_2 \in \mathcal{I}(\mathcal{F})]$$

$$\geq \Pr_{A_1, A_2 \sim \mu_p} [A_1 \in \mathcal{F}, \ A_2 \in \mathcal{F}]$$

$$= \left( \Pr_{A_1 \sim \mu_p} [A_1 \in \mathcal{F}] \right)^2$$

$$= (\mu_p(\mathcal{F}))^2,$$

where the notation $A_1, A_2 \sim \mu_p$ means that $A_1$ and $A_2$ are chosen independently at random according to the $p$-biased probability measure on $\mathcal{P}([n])$. In particular, setting $p = 1/2$ we have

$$\mu_{1/4}(\mathcal{I}(\mathcal{F})) \geq (\mu_{1/2}(\mathcal{F}))^2. \quad (6.2)$$

Combining (6.1) and (6.2), we have

$$\mu_{3/4}(\mathcal{F}) + (\mu_{1/2}(\mathcal{F}))^2 \leq 1. \quad (6.3)$$

Combining this with Theorem 6.3, it is easy to see that we must have $|\mathcal{F}|/2^n = \mu_{1/2}(\mathcal{F}) < n^{-1/(8c_0)}$, proving Conjecture 6.2. (Intuitively, if $\mu_{1/2}(\mathcal{F})$ were less than $n^{-1/(8c_0)}$, then the ‘sharp jump’ guaranteed by Theorem 6.3 takes place just after $p = 1/2$, which would contradict (6.3).)

Our proof of Frankl’s conjecture gives $|\mathcal{F}| \leq 2^n/n^c$, for $c > 0$ an absolute constant. It is likely that this is far from the truth. We make the following conjecture in [33].

**Conjecture 6.4 (Narayanan-Ellis, 2017)** If $\mathcal{F} \subset \mathcal{P}([n])$ is a symmetric 3-wise intersecting family, then

$$|\mathcal{F}| \leq 2^{n-cn^\delta},$$

where $c, \delta > 0$ are universal constants.
This would be best-possible up to the values of $c$ and $\delta$, as evidenced by the following
construction communicated to us by Oliver Riordan. Let $k$ be an odd integer and
let $n = k^2$, partition $[n]$ into $k$ ‘blocks’ $B_1, B_2, \ldots, B_k$ each of size $k$, and take
$\mathcal{F} \subseteq \mathcal{P}([n])$ to be the family of all those subsets of $[n]$ that contain more than half
the elements in each block and all the elements in some block; in other words,
$$\mathcal{F} = \{ S \subseteq [n] : |S \cap B_i| > k/2 \text{ for all } i \in [k], \text{ and } B_j \subseteq S \text{ for some } j \in [k] \}.$$ 

It is easy to see that $\mathcal{F}$ is symmetric and 3-wise intersecting, and that
$$\log_2 |\mathcal{F}| = n - 2\sqrt{n} + o(\sqrt{n}).$$ 

It is fairly straightforward to generalise Riordan’s construction to show that, for any
integer $r \geq 3$, there exists a symmetric $r$-wise intersecting family $\mathcal{F} \subseteq \mathcal{P}([n])$ with
$$\log_2 |\mathcal{F}| = n - (r - 1)n^{(r-2)/(r-1)} + o\left(n^{(r-1)/r}\right),$$
for infinitely many $n \in \mathbb{N}$. It would be very interesting to determine, for each integer
$r \geq 3$, the asymptotic behaviour of the function $f_r$, defined by
$$f_r(n) = \max\{|\mathcal{F}| : \mathcal{F} \subseteq \mathcal{P}([n]), \mathcal{F} \text{ is symmetric and } r\text{-wise intersecting}\}.$$ 

It is also natural to consider intersection problems about $k$-uniform families,
under additional symmetry requirements. For positive integers $n$ and $k$ with $k \leq n/2$, we write
$$s(n, k) := \max\{|\mathcal{F}| : \mathcal{F} \subseteq \binom{[n]}{k}, \mathcal{F} \text{ is symmetric and intersecting}\}.$$ 

The determination of $s(n, k)$ is the ‘symmetric’ equivalent of Question 1.2. In [27],
it is proved that
$$s(n, k) \leq \exp\left(-c\frac{n - 2k}{k(\log n - \log k)}\right) \binom{n}{k}, \quad (6.4)$$
where $c > 0$ is an absolute constant. Our proof proceeds by approximating $|\mathcal{F}|/\binom{n}{k}$
by the $p$-biased measure of the up-closure $\mu_p(\mathcal{F}^\dagger)$, where $p \approx k/n$ (using Lemma 3.5),
then applying the Friedgut-Kalai ‘sharp threshold’ theorem (Theorem 6.3, above)
to $\mathcal{F}^\dagger$, and then finally using the fact that $\mu_{1/2}(\mathcal{F}^\dagger) \leq 1/2$ (since $\mathcal{F}^\dagger \subseteq \mathcal{P}([n])$ is an
intersecting family).

We also give a construction showing that for $\sqrt{n}\log n \leq k \leq n/2$, we have
$$s(n, k) \geq \exp\left(-(1 + C/\log n)\left(\frac{\log n - \log k}{\log n - \log(n - k)}\right)\log n + \log n\right) \binom{n}{k}, \quad (6.5)$$
where $C > 0$ is an absolute constant. The upper bound (6.4) and the lower bound
(6.5) together imply that if $k = k(n) \leq n/2$, then as $n \to \infty$,
$$s(n, k) = o\left(\binom{n - 1}{k - 1}\right) \text{ iff } \frac{1}{1/2 - k/n} = o(\log n).$$

This in turn determines roughly the threshold at which the imposition of the sym-
metry requirement, forces an upper bound which is $o(1)$-fraction of the bound in the
Erdős-Ko-Rado theorem. However, there is still a significant gap between the upper and lower bounds above, and it would be interesting to narrow this gap. Even the asymptotic behaviour of the function

\[ g(n) := \min\{k : s(n, k) > 0\} \]

is not known, though it follows from known results that \( \sqrt{n} < g(n) \leq 1.1527 \sqrt{n} \) for all \( n \in \mathbb{N} \). It would be interesting to determine whether \( g(n) = (1 + o(1)) \sqrt{n} \). As we outline in [27], this problem is connected to a problem in Additive Combinatorics, raised e.g. in [5]. We say a subset \( S \subset \mathbb{Z}_n \) is a difference cover for \( \mathbb{Z}_n \) if \( S - S = \mathbb{Z}_n \). (Recall that for a set \( S \subset \mathbb{Z}_n \), we define its difference set by \( S - S := \{s - t : s, t \in S\} \).) For \( n \in \mathbb{N} \), we write \( h(n) := \min\{|S| : S \subset \mathbb{Z}_n, \ S \text{ is a difference cover for } \mathbb{Z}_n\} \).

It is easy to see that \( g(n) \leq h(n) \) for all \( n \in \mathbb{N} \), so if \( h(n) = (1 + o(1)) \sqrt{n} \) then it would follow that \( g(n) = (1 + o(1)) \sqrt{n} \). It is not yet known, however, whether \( h(n) = (1 + o(1)) \sqrt{n} \). We believe that the asymptotic determination of \( h(n) \) is an interesting problem in its own right.
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